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Chapter 1: Executive Summary 

 

● Introduction 

Sponsored by NSF funding a series of workshops and activities were conducted to bring 

experts together to brainstorm and discuss open problems and challenges in making 

computing more sustainable in the broadest sense of the term. It has emerged that in order 

to improve sustainability of computing, researchers and practitioners must consider not only 

operational phase energy or carbon footprint but also that of the design and manufacturing 

phase. Dramatic increase of accelerators and heterogeneous platforms utilizing novel 

technologies has their impact on the manufacturing phase and therefore traditional 

technologies when used in novel ways to achieve similar performance as novel technologies 

will become more important in the future. Through the series of activities, open challenges in 

all levels of the computing hierarchy such as application development, system design, 

computer architectures, components such as Integrated Circuits (IC) and workforce 

development were discusses and captured in this report. 

● Activities 

The activities were divided into four segments: 

1. A Series of Keynote speeches hosted online from luminary experts on various aspects of 

sustainability in computing. 

2. A workshop day broken up into breakout rooms based on the hierarchical levels of 

computing where attending experts led by a domain-lead discussed challenges in each of 

those areas immersively. 

3. A phase of scribing the discussions of the workshop day by scribes of the workshop day 

hierarchical domains. 

4. A working roundtable in-person meeting where the individual components of the reports 

were coalesced together into the final form. 

● Recommendations for NSF  

The recommendations to NSF center around sponsoring activities towards increasing 

awareness for sustainability in computing, encouraging sustainability focused research and 

research that impacts sustainability of computing systems and emphasizing the principles of 

reduce, reuse or recycle. Development of a cadre of sustainability-aware engineers, 

researchers and practitioners through workforce development activities. 
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Chapter 2: Introduction 

Computing is the enabler of modernization and has a profound impact on human life, society, and 

the environment. The scope of computing systems spans from minuscule sensor/processor 

devices to massive data centers and supercomputers that find applications in households, 

battlefields, mines, and even space. It is estimated that information and computing technologies 

(ICT) would consume a significant amount of energy, totaling 20% of the total global energy 

consumption by 2030 [1]. The energy consumption of computing equipment not only reaches 

staggering levels during its operational phase but also contributes to significant embodied costs 

throughout its entire life cycle. These costs encompass carbon emissions, the production of toxic 

chemicals and waste, carcinogens, pollutants, and water consumption. The entire value and 

production chains associated with computing also have substantial and direct implications for 

human rights and the environment. Therefore, it is crucial for the community of computer 

designers, builders, and users to be cognizant of the sustainability concerns related to computing 

and to prioritize sustainability as a fundamental goal in their practice rather than regarding it as 

an afterthought [2, 3]. 

Sustainable computing refers to the practice of designing, manufacturing, utilizing, and disposing 

of computing technologies and computer systems in an environmentally friendly and resource-

preserving manner. It involves minimizing the adverse effects of computing on the environment 

and encouraging best sustainability practices throughout the full lifecycle of computing systems.  

More precisely, sustainable computing spans three important principles: (i) Energy efficiency, 

which refers to the reduction of energy consumption by computing systems, including optimizing 

hardware and software design to minimize electrical energy usage during operation and while in 

standby mode. (ii) Resource conservation, which includes the minimization of non-renewable 

resources, such as rare metals and minerals, in the manufacturing and disposal of computing 

equipment and computer systems. (iii) Design for sustainability, which encourages the integration 

of best sustainability practices in the design and/or development of computing systems, including 

the use of renewables and clean energy, life cycle assessment, and e-waste management. In 

addition, education and outreach to increase awareness among users and developers about the 

importance of sustainable computing is critically important. 

To be precise, key metrics for sustainable computing technologies are essential for evaluating 

the environmental, social, and economic impact of these technologies. Some of the commonly 

used metrics to assess the sustainability of computing technologies are Energy Efficiency, Power 

Usage Effectiveness, Material Efficiency, Product Longevity and Upgradability, Carbon Footprint, 

E-waste Generation, Social Impact, Economic Viability, and Water Usage. These metrics 

collectively provide a thorough evaluation of the sustainability features of computing technologies, 

helping government and industry stakeholders make informed decisions that align with their 

environmental and social responsibility goals. 

The full lifecycle cost of computing solutions encompasses several factors that directly relate to 

sustainable infrastructure, products, and services, i.e., Capital Expenditure (CAPEX), Operational 
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Expenditure (OPEX), and Embodied Cost [1]. OPEX comprises the electrical energy 

consumption, cooling costs, and water usage of the operating computing infrastructure and 

hardware. Sustainable computing products with energy-efficient components contribute to lower 

OPEX by minimizing electricity bills. CAPEX is influenced by the initial investment in the 

computing infrastructure and hardware. The sustainable computing infrastructure may have 

higher upfront CAPEX due to the incorporation of energy-efficient technologies and renewable 

energy sources. However, over the long term, these investments result in cost savings through 

reduced energy consumption and lower maintenance costs. Embodied cost refers to the 

environmental impact and resource usage associated with the design, manufacturing, 

transportation, and disposal of computing products. Sustainable computing products are 

designed to minimize embodied costs by using eco-friendly materials, reducing waste generation, 

and enabling longer product lifespans. Sustainable practices in manufacturing and supply chain 

management help lower the embodied costs of computing products. 

The differences between end-user devices (e.g., laptops, smartphones, and other personal 

electronics) and cloud infrastructure (e.g., server clusters and data centers) are significant, 

particularly in terms of their CAPEX-OPEX split, which is 80%-20% split for end-user devices and 

20%-80% split for cloud infrastructure [1, 4]. The difference in CAPEX-OPEX split between end-

user devices and cloud infrastructure is primarily due to the nature of their usage and lifecycle. 

End-user devices are standalone devices that require a one-time purchase, and their usage is 

relatively infrequent, resulting in a higher CAPEX share. However, the cloud infrastructure 

requires continuous operation, maintenance, and upgrades, leading to a higher share of OPEX 

over time. This difference in cost distribution is a crucial consideration for organizations when 

making investment decisions and financial planning related to end-user devices and cloud 

infrastructure. 

The cloud infrastructure has higher embodied costs compared to end-user devices. This is 

because building data centers requires significant amounts of raw materials, including steel, 

concrete, and other construction materials. Data centers house numerous servers and networking 

equipment, which have substantial embodied costs due to the manufacturing and assembly 

processes, as well as the extraction and processing of raw materials for their components. The 

cooling systems and power infrastructure used in data centers contribute greatly to the embodied 

cost of data centers. In contrast, the embodied cost of end-user devices is generally lower due to 

their smaller size and fewer components compared to large server farms. While laptops and 

smartphones still have embodied costs associated with their manufacturing, use of materials, and 

disposal, they have a smaller environmental footprint compared to the data center infrastructure, 

although the collective carbon footprint of all end-user devices is still significant due to their 

widespread usage and sheer numbers globally. Note also that the carbon footprint of both 

categories can vary depending on factors such as the region's energy mix, the efficiency of 

devices, and the adoption of sustainable practices. 

The purpose of this workshop was to unite visionaries, experts, and practitioners with the aim of 

reviewing the state-of-the-art in sustainable computing and identifying areas that are lacking or 

need more attention. The workshop was designed to cater to a diverse audience, including 
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policymakers and investors, computer scientists and engineers, educators, and skilled 

practitioners. The participants were interested in gaining insights into the full lifecycle cost of 

existing and emerging computing technology solutions, products, and services. The workshop 

attendees strived to forecast the evolution of sustainable computing by formulating and 

addressing the challenges that must be overcome while also exploring innovative solutions. 

During the workshop, participants engaged in interactive sessions and gained insights from 

leaders in sustainable computing technologies and each other through keynote speeches, 

discussions, and brainstorming sessions.  

One significant aspect of this effort involved exploring and understanding the sustainability 

implications of evolving generative artificial intelligence (AI) solutions. For example, comparing 

the carbon footprint cost of training large language and vision models with the potential benefits 

of using these models for inference, forecasting, and decision-making can yield valuable insights 

[5, 6]. As an illustrative example, consider the environmental impact of GPT-4, emphasizing its 

staggering carbon footprint. The training process alone demanded 100 billion petaflops of 

compute power and consumed 33.3 million kWh of energy, resulting in 12,987 metric tons of CO₂ 

equivalent. This is akin to the combined output of 20,000 NVIDIA DGX A100 GPUs, each boasting 

an FP16 performance rating of 5 petaflops per second and a 6kW power rating, running 

continuously for 12 days. To provide context, the average US household produces 7.5 metric tons 

of CO₂ equivalents per year. In summary, the carbon emission cost of training GPT-4 equates to 

the total annual carbon footprint of 1,730 US households. While the environmental impact is 

substantial, it is important to acknowledge the considerable benefits of utilizing GPT-4-like 

models, including heightened productivity, efficiency, creativity, and job creation opportunities. 

Another example is that by leveraging such models, we can reduce the carbon footprint of other 

activities that would otherwise be resource-intensive and energy-hungry. In the same context of 

AI based computing, due to the carbon footprint of GPU based computing hardware novel 

accelerators which are either significantly OPEX efficient or leverage the principles of reduce, 

reuse and recycle in creating novel carbon-efficient hardware. Some examples are novel memory-

centric architectures such as Processor-in-Memory (PIM), computing near memory or utilizing 

memory such that movement of data from memory to processing engines is either reduced or 

eliminated as data movement is several orders of magnitude more power-hungry than computing 

itself. However, careful consideration must be given to reuse of existing hardware infrastructure, 

fabrication and foundries leveraging existing semiconductor memories such as SRAM or DRAM 

rather than indiscriminately producing novel material-based memory subsystems to achieve 

comparable performance gains [7]. 

One critical aspect of this effort involved exploring and understanding the sustainability 

implications of emerging generative artificial intelligence (AI) solutions. For instance, conducting 

a comparison between the carbon footprint cost of training large language and vision models and 

the potential benefits of utilizing these models for knowledge discovery, dissemination, and 

intelligent decision-making can provide valuable insights toward creating a more sustainable 

future. By considering the environmental impact of AI training and usage, we can identify ways to 

optimize AI technologies for a positive societal impact while minimizing their environmental 
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footprint. This approach ultimately benefits both society and the environment, fostering a more 

sustainable and responsible integration of AI solutions into various domains. 

The findings of the workshop hold significant value for various stakeholders, providing them with 

valuable information to make informed decisions. Government agencies, investors, and company 

research and development teams can leverage the workshop findings to prioritize and incentivize 

the development of specific technology solutions over others. By understanding the full lifecycle 

cost of various computing technologies, these stakeholders can make strategic choices that align 

with sustainability goals and economic considerations. This information can guide them in 

directing resources towards more eco-friendly and economically viable technology solutions, 

ensuring a positive impact on both society and the environment. 

The main workshop findings underscore the importance of dedicating significant efforts to 

advancing sustainable practices across the whole society. To achieve this, a multifaceted 

approach is necessary, encompassing research and development that focuses on creating 

sustainable technologies and products, as well as initiatives promoting their widespread adoption. 

Moreover, educational efforts play a crucial role in informing and inspiring people to embrace the 

best sustainability practices. Government agencies, companies, and individuals all have 

important roles to play in this endeavor. Embracing new sustainability-driven approaches and 

mindsets is essential to prioritize sustainable development and incentivize the creation and 

advancement of eco-friendly products and services and their adoption. By collectively fostering a 

culture that promotes sustainability in every aspect of our lives, we can contribute to a more 

sustainable future for the planet. 
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Chapter 3: Applications  

3.1. Executive Summary 

The advancements in computing systems and artificial intelligence (AI) techniques have ushered 

in a new era of computing applications. However, they impose considerable costs and challenges 

in terms of higher processing requirements, surge in carbon emissions, and reusability of 

applications. To address these challenges, a paradigm shift in software development is crucial, 

which could make sustainability an integral part of the application design process. This chapter 

summarizes such needs and opportunities. For example, the application could be designed to be 

delay-tolerant for relaxed processing or rescheduling in large-scale or multi-tenancy systems. 

Plus, they need to be developed such that less data communication is required for large-scale 

processing, e.g., in generative AI models. Moreover, application developers can cautiously 

introduce AI techniques in their applications while being mindful of the functionality-processing 

trade-offs. Further, we discuss how applications and their programming frameworks can be 

developed considering the portability of applications, such that applications can be ported 

seamlessly across devices of different scales and leverage recent advancements in emerging 

hardware/software techniques, e.g., near-data processing capabilities or data compression. 

Lastly, the needs and opportunities for enhancing the longevity of applications are described.      

3.2. Background 

The advent of current embedded systems with hardware-software co-design led to the evolution 

of smart systems supporting a plethora of computing applications [1-2]. These systems heavily 

focus on meeting real-time performance requirements and facilitating a plethora of functionalities. 

The performance enhancements are obtained at the expense of increased power consumption, 

advanced manufacturing, and other challenges, eventually leading to endangering the 

sustainability of the devices and increased carbon dioxide (CO2) emissions. 

Traditional techniques that address sustainability challenges are often dealt with from the 

hardware perspective, such as the development of power management techniques, architectural 

innovations, or advanced manufacturing techniques [3-5]. Though such a vision aligns well with 

the thermal, power, clock, and battery limitations, it spurs Jevon's paradox [6]. In other words, 

energy-efficient embedded system design has fueled the wide adoption of many devices in the 

past decade, leading to a larger carbon footprint [7]. Such a wide adoption led to the collection 

and processing of massive amounts of data either on the device or at the data centers, creating 

a negative impact on sustainability. 

In terms of data processing and analysis, one misconception is that data centers, servers, or 

complex computing systems are the main cause of carbon footprint and endanger sustainability. 

Thereby relaxing the constraints and optimization for sustainability in the design of edge devices 

and systems. Contrarily, recent research [8-10] showcases that the rapid increase in the adoption 

of edge devices such as smartphones and communication infrastructure tends to outperform 
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carbon emissions compared to data centers. For instance, in the case of video streaming such 

as Netflix and other applications, the amount of carbon emission by the data center is comparable 

to or even less than the carbon emission by the edge devices such as mobile phones or 

Televisions, and the networking infrastructure [11-13]. 

Traditional hardware-based solutions have a limited impact on addressing this challenge due to 

limited capacity and minimal feasible savings. Design of effective data analysis techniques and 

software applications, on the contrary, have multi-fold impacts on sustainable computing and 

carbon footprint reduction [14-16]. The introduction of artificial intelligence (AI) or machine 

learning (ML) computing paradigms at hardware and software levels, though it enables smarter 

functionality, increases the number of required computations drastically. The computations 

performed by such applications have increased orders in magnitude with the introduction of 

applications such as ChatGPT [17]. As per the statistics [M.M.], in the past two years, the data 

required and/or processed by artificial intelligence (AI) or machine learning (ML) engines have 

doubled, whereas the AI models have increased by 20x in terms of their depth and architecture. 

The carbon footprint from training and inference has increased by nearly 2x [18]. In terms of 

carbon footprint, training of the current models leads to nearly 45.2 million tons of CO2, which is 

nearly the same as the carbon footprint of 5 homes [7]. 

Thus, the design of applications and data processing (especially by AI/ML applications) must be 

an integral part of understanding the needs of sustainability and the environment. However, one 

main challenge in such a design of applications is the gap that exists between the hardware and 

software designers, i.e., hardware architects focus on energy efficiency and the footprint of the 

system, and software engineers focus on usability and features provided by their applications. 

This void often makes the software power-hungry and non-sustainable despite the best efforts 

from both hardware and software designers. Furthermore, sustainability is an expensive option to 

be considered in application development. Considering the limited resources and experience of 

the software developers in small and medium-scale businesses, the design of applications for 

sustainability is expensive. Therefore, it is non-trivial to identify the solution for sustainability 

without sacrificing the application specifications. In the context of AI/ML or deep learning 

applications that traditionally rely on huge amounts of data an alternative would be to explore the 

reduction of data dependence on training. Techniques like “few-shot”, “one-shot” or “zero-shot” 

learning where only a few, one or no samples are required for at least one class in the 

classification job respectively. However, as of now, these methods do not have high accuracies 

as in traditional data reliant training methods. Novel research to reduce training data dependence 

without compromising accuracy is needed to reduce training phase footprint. 

Green software [11] is proposed as a panacea and is in the early stages of development. One of 

the main causes is the lack of understanding between the software engineers and the 

sustainability metrics. Green software also needs improvement in terms of design and 

understanding. For example, a study among multiple CS 101 students has shown that different 

codes lead to different power consumption, though they all meet the functional requirements [11]. 

Bringing this green software needs to be emphasized right from the beginning of the programming 

rather than as an afterthought. 
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In addition, the processing of data by AI/ML techniques is another critical factor that significantly 

impacts sustainability and carbon footprints. As aforementioned, with the increase in depth and 

width of the AI/ML architectures, the number of computations and the required data to train such 

applications are increasing tremendously [19]. Traditional techniques such as precision scaling 

[20], pruning [21], and carry-skip computations [22] can aid in reducing carbon footprint; 

considering the scale of the AI/ML techniques, the impact is still smaller. This indicates the need 

for novel low-data-driven AI/ML techniques and AI/ML techniques that can perform multi-task 

learning.  Sustainability in applications also leads to more opportunities in terms of development 

and management. Applications have an impact on the overall carbon footprint. The performance 

and the specifications of the application induce a lot of cost and complexity, leading to a higher 

carbon footprint. An application that has complex specifications often leaves a carbon footprint 

irrespective of its performance constraints or requirements. 

Thus, the key challenges in the development of applications for sustainability can be outlined as 

follows: 

• Integration of software and hardware from the sustainability perspective. 

• Selecting the right programming methodology and framework to make an application 

sustainable. 

• Design of efficient ML/AI techniques with minimal data. 

• Improving the longevity of the applications and minimizing the unwanted resources for 

application execution. 

• Application optimization for sustainability. 

3.3. Pathway for the Design of Sustainable Applications: 

Opportunities and Challenges 

We outline the path for the development of sustainable applications to enhance the positive 

environmental impact. We also present some of the feasible solutions for the development of 

sustainable applications and the challenges that still need to be addressed in the era of edge 

computing and AI/ML. 

3.3.1. Sustainability-aware Application Development Process  

Sustainability has to be an integrated part of application design and development rather than an 

afterthought process. Multiple reasons for such a design strategy include reducing the 

reengineering costs and avoiding the introduction of bugs in the later stages. The application 

design process needs to be sustainability-aware and reconfigurable, along with balancing 

performance and sustainability. 

One of the recommended embeddings in application development is delay tolerance. For 

instance, shifting or rescheduling the operations depending on the application usage time can 

minimize the carbon footprint. For efficient and sustainable computing platform design, the 

techniques to introduce such optimizations need to be enabled both from the system design and 
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application perspectives. The present-day software applications do not support such a paradigm 

and are solely performance-centric. 

Another major source of carbon footprint during application processing is data communication. 

As most of the current and emerging applications work on large amounts of data, they need to 

communicate frequently between memory and logic units. For example, in the case of ChatGPT, 

nearly few GBs of data are communicated between data and logic blocks. Such large amounts of 

data cause significant energy consumption, eventually leading to an increased carbon footprint. 

The current schedulers lead to limited energy efficiency due to the traditional von Neumann 

architectures and traditional memory access techniques. For instance, better schedulers and 

memory management units are pivotal for memory usage optimization, which eventually leads to 

lower power and carbon footprint. Thus, one needs to design applications that are aware of 

underlying hardware architecture and the impact it leaves on the hardware in terms of energy 

efficiency. 

3.3.2. Design of AI/ML Applications for Sustainability  

With the advent of AI/ML, most of the current systems and applications support AI/ML 

applications. Despite the benefits offered by these applications, they are becoming one of the 

major sources of resource consumption and carbon footprint due to their memory and compute-

intensive traits. 

Bringing awareness to the software developers is one of the primary steps to be taught to the 

program/application developers. One of the best examples is the case study that demonstrates 

the power consumption for a program in the CS 101 course by one of the panelists, as described 

earlier. Depending on the functions used and the libraries loaded, the overall footprint will change. 

So, the developers need to be mindful of the libraries loaded or used in their applications, and 

they should be optimized. For this purpose, application developers need to have a way to measure 

efficiency in terms of carbon footprint or power consumption. Such feedback will help in designing 

applications that are sustainable. The design of applications also needs to be tailored to the 

underlying system and its architecture. Such awareness also enables efficient application 

mapping and execution, resulting in sustainable application execution. 

Furthermore, with the advent of non-von Neumann architectures, the hardware architectures have 

drastically changed. For instance, in-memory computing architectures have emerged in recent 

times, which alleviates the need for frequent data transfer between compute and memory units. 

The applications need to be redesigned for better energy efficiency and lower carbon footprint for 

such advanced and emerging architectures. In a similar manner, the memory schedulers and the 

application mapping techniques need to be revamped to match the architectural modifications. 

Several alternatives exist for designing Processor-in-Memory (PIM) or Processor-near-Memory 

(PnM) where the memory may be SRAM, DRAM, or emerging technologies such as memristors 

or other non-volatile memories (NVMs) [26]. Each technology has its pros and cons from 

performance and reliability perspectives, whereas DRAM or SRAM has some distinct advantages 

from a sustainability perspective. SRAM and DRAM technology will enhance sustainability in the 



15 
 

accelerator design space as this will enable the reuse of existing SRAM or DRAM foundries or 

manufacturing steps as opposed to the embodied costs of requiring new fabrication infrastructure 

necessary for emerging memory technologies with exotic materials. Among SRAM and DRAM, 

SRAM would be faster in-memory access latencies while DRAM can scale up more elegantly to 

support PIMs handling large workloads in the future world of Hyperscale AI or Big Data [27, 23, 

24]. Moreover, DRAM-based systems are likely to be manufactured in older technologies that are 

generally cleaner [25, 28] and have less embodied Carbon related to the manufacturing process. 

3.3.3. Improving the Longevity of the Applications 

Another critical aspect in developing applications for sustainability is performing the market study 

on current and future requirements rather than merely relying on current needs. This indicates 

the trend of requirements and expectations of the users, paving the pathway for applications to 

remain in the market for the current and future. 

In terms of application development strategy, the design or adaptation of certain application 

elements will offer better sustainability compared to others. Such design trends need to be 

considered for future needs. The optimization choices also need to be carefully made. For 

instance, a specific design trend can achieve minor power saving, say 1%. However, the larger 

question is: Is that minor saving worth it when the longevity of the application cannot be well 

served? In other words, application optimization might lead to smaller power savings for current 

architecture and operating systems. However, an upgrade of architecture or the user might lead 

to larger overheads and/or redesign costs, which will indirectly impact the sustainability of the 

application and the carbon footprint. Thus, it is pivotal to consider the current and future needs 

while optimizing the applications for sustainability.   

3.3.4. Co-Design of Sustainable Applications and IDEs:  

Software applications are developed and executed in Integrated Development Environments 

(IDEs) for efficient monitoring and development. However, the IDEs are traditionally bulkier 

compared to the applications they run due to their requirement to support development, execution, 

and debugging. However, such feature-rich IDEs lead to large overheads and memory accesses. 

If one observes the IDEs carefully, they consume a large amount of energy by loading a diverse 

set of libraries, though not necessary or required by the application. Most IDEs are highly bloated 

and consume large amounts of power due to loading libraries and other supporting scripts. 

Optimizing IDEs can significantly reduce energy consumption and eventually lead to higher 

sustainability and a lower carbon footprint. 

Application Development and Optimization based on the Use Case: In addition to designing IDEs 

and applications based on the hardware, the design of applications also needs to consider the 

usage scenarios, such as enterprise vs. consumer domain. Depending on the enterprise or 

consumer domain applications, the constraints and the opportunities to optimize the application 

for sustainability vary. 
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In the case of the enterprise domain, certain standards have to be followed and can be controlled, 

which makes it easy to target for sustainability. Furthermore, as enterprise applications have wider 

applicability and users, sustainability has a larger impact. However, the development of 

applications based on sustainability needs significant domain knowledge, expertise, and skillset, 

and expensive (in terms of price), as discussed earlier. As such, small businesses might not be 

able to afford such application developers and do not have the resources to validate and optimize 

for sustainability goals. On the other hand, as enterprise applications are expected to last for a 

few years or decades, the applications might not be developed considering the future hardware 

optimizations and user demands. As such, frequent updates and optimizations need to be 

performed, which further contributes to large energy consumption and carbon footprint. This 

indicates the need for the design of applications based on the current and future demands and 

architectural changes.   

On the contrary, consumer applications need not be verified, nor do there exist stringent rules on 

standardization for application development. This makes it hard to achieve sustainability. 

Furthermore, the return on investment for sustainable application development is minimal. 

3.3.5. Metrics to Measure Sustainability 

In addition to the development and optimization of the applications for sustainability, there needs 

to be a standardized manner to measure and benchmark sustainability. Energy consumption, 

though it can be considered as a metric, does not reflect the application’s sustainability, as it only 

reflects the computations rather than the application’s sustainability or carbon consumption. Thus, 

a set of standard metrics to measure sustainability rather than mere energy efficiency is required. 

Also, a standard set of applications and benchmark suites are required to validate and benchmark 

the applications for sustainability.   

3.4. Summary and Recommendations for NSF 

We summarize the key points from the panel discussion and the presentations in a nutshell 

for quick and easy grasping as follows: 

• Application development must be an integral part of understanding the environment 

• Green software design methodology must be incubated in application development for 

better sustainability 

• Current software applications do not support delay tolerance. Software with delay 

tolerance capability to trade-off performance for sustainable resource consumption must 

be encouraged. 

• Improved resource utilization needs to be an integral part of application development with 

a careful understanding of relevant trade-offs. 

• Sustainable application is the need of the hour, but sustainability in applications is non-

trivial. Therefore, early-stage research should be encouraged and funded. 
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• Challenges: improving the longevity of applications and better understanding customers’ 

choices and architectural paradigms. Identifying solutions for sustainability without 

sacrificing the application specifications and performance is required. 

• Sustainability is not a priority in most small/medium businesses. Therefore, the 

sustainability of application software should be encouraged and incentivized. Methods and 

strategies to achieve this end need to be developed or researched.  

• Changing the application design strategy leads to better sustainability. Software 

application developers need to be educated on green software right from the initial stages 

rather than sustainability as an afterthought. Outreach and educational efforts to non-

traditional students and practitioners on sustainable application development need to be 

sponsored. 
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Chapter 4: Systems 

4.1. Executive Summary 

 

This chapter discusses sustainability challenges in ICT systems, primarily focusing on the 

operational and life cycle efficiency metrics. First, we introduce key personas involved in the 

system-level sustainability of computing: system integrators, data center designers, operators, 

and workload owners. To foster a sustainability mindset, we advocate incorporating life cycle 

assessment into system design, considering workload characteristics and component longevity. 

Transparency in data, especially related to carbon costs and workload behavior, is crucial. 

Therefore, standardized metrics and policies are recommended to aid decision-making, 

addressing challenges like system upgrades, repairability, and component-specific design. We 

also discuss the potential of disaggregated and composable systems, emphasizing modularity, 

repairability, standardization, and the dynamicity of workloads to contribute to power grid 

decarbonization. Finally, the implementation of incentives, regulations, and programming models 

are suggested, which can enable the efficient movement of workloads and promote sustainable 

practices in data centers. 

4.2. Background 

An IT system is any organized assembly of resources and procedures united and regulated by 

interaction or interdependence to accomplish a set of specific functions. 

Our goal in this section is to illuminate the issues pertaining to sustainability in the integration of 

components to systems, as well as the design and operation of data centers comprising systems.  

The two main metrics that we are concerned with are:  

• Operational Efficiency: The energy and associated carbon per unit of work performed at 

the runtime (operations) phase of the system.  

• Life Cycle Efficiency:  The energy/carbon associated with the entire life cycle of the 

system, including material extraction, manufacturing (of all parts comprising it), assembly, 

transportation, and end of life.  

While it makes sense to consider these two metrics (#1) and (#2) in isolation, sometimes there 

are tradeoffs between them that require consideration. For example, upgrading a server is 

associated with a step function in carbon life cycle cost inherited (as scope 3) by the owner. 

However, potential operational efficiency gains relative to the old system may very well 

compensate for the step increase in lifetime cost. Whether there will be sufficient operational 

efficiency gains depends on the expected workloads, their characteristics (e.g., ratio of 

read/write), and their volume. All these tradeoffs must be well understood, data must be available, 

methodology defined, and incentives in place for the key stakeholders to make such decisions.  
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4.3. Key Personas for Systems Sustainability  

One of the key goals is to foster a sustainability mindset with the stakeholders in each of the 

areas, termed ‘personas. 

There are four personas that are key in this discussion.  

1. System integrators: work to design new systems by integrating IT components such as 

accelerators, memory, and storage devices, and networks. The key decisions that they 

make are the selection of the components, e.g., NVIDIA A100 or V100, and the system 

configurations. Key considerations include operational efficiency (speed, power) and 

CAPAX.  

2. Data Center Designers: A data center comprises systems and can be thought of as a 

system, especially as we move towards disaggregated and composable computing (See 

later). A data center designer is responsible for designing a new data center or expanding 

an existing one. The key decisions they make are the location of the data center (this is 

critical since it will have a huge effect on cooling and renewable energy), cooling 

technology to be used, and systems. Multiple concerns include the SLAs of their clients, 

the facility owner’s ability to support requirements, e.g., for cooling (if not the same), and 

the costs associated with various technologies.  

3. Data Center Operator: Once a data center is already put in place, it needs to be operated. 

A data center operator is tasked with policies governing application placement on systems 

and system upgrades or repairs. Concerns include the SLAs of applications, system 

efficiency and optimization, and costs.  

4. DevOps or workload owners: This persona makes decisions about where to run a 

workload. In a hybrid cloud context, some workloads can be placed dynamically, and there 

is a choice. Concerns include privacy, compliance, cost, and sustainability.  

4.3.1. Fostering a Sustainability Mindset 

 

To foster a sustainability mindset, we need to have sustainability as a first-class goal for all three 

personas and to develop technologies that will help them perform their role. 

For example, System designers who care about Sustainability will want to factor in the life cycle 

expectancy of the components they use (e.g., the lifetime expectancy of SSDs), as well as the 

Life Cycle Carbon Cost, aka LCA (Life Cycle Assessment). The Life Cycle Assessment of a 

product is concerned with calculating the carbon cost of manufacturing, transportation, and end-

of-life. For example, some solid-state drive technology is notorious for high manufacturing costs. 

To make informed decisions, they may also need to know something about the characteristics of 

the workloads. For example, a high number of writers will adversely affect the lifetime expectancy 

of some SSD drives [1]. 

As another example, a center administrator will want to identify components that are 

malfunctioning and thus inefficient. Once such a component is identified, they will need to decide 
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if to repair or replace it. Hot spot or outlier detection mechanisms to identify such malfunctions 

must be developed. Additionally, they will need to decide when to upgrade the computer system. 

There may be some tradeoffs between the embodied carbon of a new system purchased vs. the 

potential operational efficiency gains obtained by the new system. To make informed decisions, 

they will need data, methodology, and policy drive incentives.  

4.3.2. Key Requirements and Recommendations for Sustainable Systems  

 

(1) Data and Transparency 

(a) Part manufacturers need to publish the Life Cycle Assessment of each part 

according to the standard [2]  

(b) Part manufacturers need to publish benchmark data. At the point of writing this 

document, SPEC benchmarks mostly consist of the number of FLOPs per second. 

There is limited data on power behavior. This should be included as part of the 

benchmarks (power behavior is not a linear curve, and it also depends on the 

workload characteristics.  

(c) Part manufacturers and/or third parties need to publish information about the 

lifetime expectancy of components and how workload characteristics affect the 

lifetime expectancy (for example, read vs. write).  

(d) Data Center owners, and in particular cloud providers, must be transparent about 

the hardware they use, their cooling overhead and the renewable energy they use, 

and the method of calculating the carbon associated with each user workload. This 

is necessary to allow users to make choices on where to run the workloads. At the 

point of writing, some cloud providers expose such data at granularity too coarse 

and with no way of verifying/auditing.  

(2) Metrics  

Standards are needed to help the key stakeholders with decisions, especially ones that 

involve tradeoffs.  

(a) How to calculate the actual amortized cost of a job executing on a system in a data 

center, factoring in the operational cost, including overheads such as cooling and 

power losses, and the amortized lifetime cost (embodied ‘tax’). There have been 

some attempts towards this goal (e.g., [3]) that are not completely consistent and 

need to be brought together (e.g., [4)] and supported by a standard body. This is 

needed because it will help the system integrator select components for a new 

system based on the expected characteristics of the workload, expected volume, 

and SLAs.  

(b) How to associate carbon cost with workloads in a multi-tenant cloud environment? 

This item is very much related to (a). However, there is a need to factor in the 

division of roles between a cloud provider and a user, the use of multi-tenant 

platform services, and their provenance chain. The standard needs to be easy to 

understand and verifiable. At the point of writing this paper, every cloud provider 

uses their own method. Some do not provide enough details on the method, so 

any comparison and reasoning are like ‘apples and oranges.’ An initial proposal to 

drive towards a standard across cloud providers can be found here [5]. 
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(3) Policy and Regulations  

Policy and regulations are needed to provide the necessary incentives for the various 

stakeholders to make decisions with a sustainability mindset.  

(a) The policy should work to incentivize part manufacturers to publish the data in 1(a), 

1(b), and 1(c).   

(b) Regulations must mandate reporting of relevant and meaningful data center 

metrics that absolutely must include embodied carbon (scope 3) of all systems 

used, as well as aspects such as recycling, repair, and re-use.  

4.4. Research Opportunities  

4.4.1. Opportunities in Designing Disaggregated and Composable Systems  

The disaggregated and composable system design provides flexibility to perform a variety of 

workloads. The system offers a dynamic co-design platform that allows experiments and 

measurements in a controlled environment, which not only speeds up the system design but also 

gives an opportunity for software evolution (e.g., [6]). It also decouples the lifecycles of different 

components used in the system from each other. Disaggregation also enables power, cooling, 

and networking resources to be shared by multiple subsystems, including network, CPU, memory, 

and storage resources. The design consideration includes adopting available technology with the 

understanding of application characteristics. This results in operational efficiency improvements 

because the pooled resources can support multiple computing subsystems simultaneously, rather 

than each system having its own. Users will have the opportunity to control how and which 

resources to use.  

One of the challenging questions for the IT administrator is whether to upgrade or repair when a 

system is not performing at its optimum level. Every product has its own life cycle. During the 

lifecycle, there will always be scenarios where the product is not able to provide the performance 

demanded by the system. Especially in this current age of development of ASIC manufacturing 

following Moore’s law, the computational power of the integrated circuits is doubling every 

eighteen months, which virtually makes the previous generation obsolete for some applications. 

But most of the remaining parts of the system will remain virtually the same. So, it is an ideal era 

to start focusing on disaggregated and composable systems. 

4.4.2. Modular System 

Especially in the computing industry, the trend is to design the whole system on a chip (SOC), 

which, on the one hand, makes the system more compact and operationally efficient, but on the 

other hand, if anything breaks, it is virtually impossible to repair. There is very limited or no 

provision for upgrading the system if desired. The only option for an upgrade is a replacement, 

which makes the product lifecycle very small and has a huge adverse impact on the overall carbon 

footprint. But not all sections of the system evolve at the same pace. Hence, the system designer 

should consider this during the design phase and design the system in a more modular way so 
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that they can only upgrade a few components and reuse or repurpose the other parts of the 

system. This will elongate the average lifecycle of the product.  

4.4.3. Availability of the Repairability Data 

The presence of different advanced technology parts in modern equipment has enabled the 

manufacturers to reduce access to overall system design to the end users, proclaiming protecting 

their "Proprietary" rights limits the repairability of a system. There has been a movement of “Right 

to Repairability” in the USA to make legislation which will force the original equipment 

manufacturers (OEMs) to provide consumers and independent repair businesses equal access 

to repair documentation, diagnostics, tools, service parts as their direct or authorized repair 

providers. This has the potential to enhance the life cycle of a product drastically and reduce the 

overall carbon footprint of the product. 

4.4.4. Too Specific Design 

Most of the industry in the computing sector is moving towards designing and manufacturing their 

own ASIC rather than going for a generic off-the-shelf CPU or GPU. It is true that these ASICs 

can perform tasks much faster and more efficiently compared to the generic CPUs or GPUs. Still, 

if they are designed too specifically to perform only a few tasks, they practically cannot be 

repurposed for any other jobs. Hence, there is a potential for a huge trade-off between embodied 

carbon footprint (ECFP) and operational carbon footprint (OCFP). ASICs designed too specifically 

can improve the operational carbon footprint in the short run, but considering the overall lifecycle, 

they have drastic adverse effects on embodied carbon footprint. During the designing phase, the 

system designer must consider the trade-off between the ECFP and OCFP.   

4.4.5. More Standardization 

Product standardization is a manufacturing and marketing process that ensures uniformity and 

consistency among the several specific products available in various regions across the industry. 

It entails ensuring that a product meets specified criteria for item quality, design, service delivery, 

or appearance in each area. The purpose of standardization is to ensure that specific procedures 

or processes within a given context are uniform and exact. If a user wants to move away from 

one manufacturer to another manufacturer, if there is no standardization, the previously existing 

system cannot be repurposed or integrated with the new system. Virtually, the lifecycle of all the 

components used in that system becomes drastically short. Whereas if there were standardization 

of different components, many of the components used in the system could have been 

repurposed in the new system, which would have improved the embodied carbon footprint. 

4.4.6. How to Design Datacenters that Expand and Contract Contributing to 

the Power Grid Decarbonization  

As stated before, a data center comprises systems integrated into an infrastructure that includes 

a power conversion and transformation system and cooling technology. Workloads run on 
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systems in the said data center. In many cases, businesses own more than one data center, and 

their workloads run on a mix of on-prem data centers and third-party clouds.  

One of the main characteristics of IT workloads is that, in many cases, they can be moved 

dynamically to run in different environments. This may necessitate a unified abstraction layer, 

such as Kubernetes, which provides for containerized workloads. In the case of Kubernetes, it is 

provided as a service by all exa-scalers. Thus, any containerized workload can be easily moved.  

A decision to move a workload must respect multiple constraints, such as compliance, security, 

and privacy. In addition, one must carefully examine performance (such as latency).  

The dynamicity of workload in the modern cloud environment offers opportunities for data centers 

to play an important role in the de-carbonization of the power grid.  

Specifically, it is well known that the main issue with renewable energy is its unpredictability. 

Namely, it comes and goes based on climate conditions. The lack of effective energy storage 

implies that to reach the goal of full decarbonization, we must have means to match supply and 

demand. The best opportunity to do that is with IT workloads since they can be dynamically moved 

based on the availability of workloads (respecting other constraints).  

Consider a sustainable city that attempts to rely 100% on renewable energy. In a case of shortage, 

you absolutely do not want to shut off essential services such as a hospital, but you can get some 

energy back to the grid from data centers that can contract by moving workloads somewhere else.  

From a technological standpoint, there are no big inhibitors to achieve this vision. We go back to 

the issue of incentives and data. Data centers must publish the relevant metric as a time series 

in fine granularity.  

Workload owners must be incentivized to enable their workloads to move, and this can be 

accomplished by standards and regulations. Programming models may be required to break 

applications into components based on their SLAs.  

In a sustainable data center, there may be other means that can be applied. For example, by 

configuring systems with dynamic voltage/frequency scaling, some workloads can be made to 

tolerate a hit on latency in order to conserve energy at times when renewable energy is scarce.  
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Chapter 5: Sustainable Computer Architectures 

5.1. Executive Summary 

 

Computer architectures and their design methodologies have played an important role in making 

the processing of computing applications faster and highly energy-efficient, which has made 

computing more accessible and integral to our daily tasks. Their role becomes more important in 

sustaining such efficiency, especially with the diminishing returns from transistor technology (post-

Moore’s law scaling) and the emergence of new large-scale workloads, such as for artificial 

intelligence (AI) and scientific computing tasks. However, these advancements primarily reduce 

carbon emissions due to architecture designs in their operation phase only, whereas most 

emissions (e.g., more than 80%-90%) could be accounted for by their non-operational phases 

throughout their life cycle, such as design and non-recurring engineering, materials, 

manufacturing, transportation, recycling, and disposal. This marks the need for a holistic approach 

to improving the sustainability of architecture and its design practices. It becomes even more 

crucial, given the rise in shortened usage or faster upgrades of consumer-scale devices and data 

centers with evolving needs of applications.  

 

In this chapter, we outline multiple areas of challenges and opportunities for sustainable 

computing architectures, including full-life analysis quantification of their carbon emissions, 

developing a sustainability-aware mindset for architecting new processors or their design 

methodologies, incentivizing sustainability-aware practices, and the unique role of the 

architectures and architects in advancing sustainability across the computing stack. We discuss 

making the sustainability metrics first-hand in architecture design practices without compromising 

quality-of-service and making their reporting more accessible for sustainability-aware choices by 

design practitioners and end-users. Especially for designing sustainable architectures, we discuss 

the trade-offs of using architectural specialization, fault-tolerant architectures, and open-source 

technologies. We also discuss opportunities that can be enabled by resource-disaggregation and 

modular architecture designs, using artificial intelligence to improve the sustainability of 

architectures and their design process and reducing the non-recurring engineering efforts for 

novel architectures. We end with thoughts and recommendations for educating the next 

generation of computer architecture researchers and practitioners and the need for long-term, 

forward-looking research support and practices.  

5.2. Background 

5.2.1. Energy-efficient Architectures 

 
Over the past decades, computer architecture researchers and designers have devoted 

substantial effort to designing energy-efficient personal computers, mobile architectures, and data 

center systems. These advancements include accelerating system performance, power 
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management, optimizing energy efficiency, and ensuring reliable computing. Several architectural 

innovations that have driven high-performance and energy-efficient computing include processor 

pipelining [1], caching [2-7], data prefetching [8], memory systems [9], speculative execution [10, 

11], branch prediction [12], instruction-level parallelism [13], SIMD and vector processing [1, 14], 

multi-core and heterogeneous processing [15-18], on-chip communication [19, 20], dynamic 

voltage and frequency scaling (DVFS) [21, 22], power gating and low-power designs [23, 24], 

fault-tolerant systems and reliable computing [25, 26], near-data processing [27, 28], and domain-

specific architectures [29-31]. More recently, advancements in artificial intelligence (AI) have 

driven the development of more specialized architectures tailored to the unique computational 

requirements of machine learning and deep learning tasks, including tensor cores [32], wafer-

scale processing, exploiting sparsity and mixed data precisions [31, 33], transformer engines [32], 

and neuromorphic processing [34].   

5.2.2. Need for Sustainability of Architecture Design, Use, and Reuse 

Processor architectures have been traditionally designed and utilized with a primary focus on 

performance or energy efficiency. It has considerably reduced the operational carbon footprint of 

processing applications on cloud and/or mobile devices [35]. However, this approach neglects 

the sustainability aspect of their full life cycle, especially for the design and manufacturing phases 

of computer architectures that correspond to capital expenditure or capex [35-38]. Therefore, 

there remain major open challenges for designing sustainable computer architectures and 

improving the sustainability of architectural design practices.  

With the growing demand for computing in society, there has been an increasing focus on 

studying and improving the sustainability of designing and operating computer architectures and 

systems [35, 36, 38-40]. For example, technology companies are pledging to be carbon neutral; 

they use neutrality practices such as carbon offsetting, carbon capture, and carbon sequestration. 

Major technology companies are actively working to reduce the carbon footprints of their 

operations by designing/employing more energy-efficient processors, infrastructures, and 

applications and using carbon-free energy resources for their operations [39, 41]. For computer 

architectures, recent studies and tools like [35-37, 42-44, 69] have considered quantifying the 

carbon footprint of not just the operation phase of processors but their full life cycle analysis (LCA). 

For instance, GreenChip [36] provided an evolution flow for determining carbon implications of 

choosing architectural components such as process core counts and memory/storage 

configurations. A recent first-order model in [43] uses proxies for estimating both embodied and 

operational carbon. For example, it uses chip size for calculating embodied carbon and 

power/energy estimates about fixed work-time scenarios for determining operational emissions. 

Most recently, ACT [44] enabled a more comprehensive quantification of carbon footprint LCA. It 

estimates emissions from hardware manufacturing (i.e., embodied carbon) based on information 

about environmental factors, hardware specifications, semiconductor fab, and workload 

characteristics, and it can provide a detailed breakdown of emissions due to various life cycle 

phases.  

Future research on computer architectures and their design automation can help minimize capex-

related carbon emissions. For example, one of the primary challenges is finding ways to 
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holistically quantify the carbon footprint of processors throughout their life cycle and the related 

resources consumed, from a processor’s design development and evolution, manufacturing, 

testing, deployment, and operational usage, upgrades and reuse for low-tier processing, and its 

disposal at the end of life. The lack of reporting for related data makes it hard to achieve 

reasonable quantification. Further, these metrics need to be defined and quantified correctly (e.g., 

calculations of emissions could span across industries) and embedded as first-hand 

goals/constraints in the design process. Another challenge is to minimize the environmental 

impact of these life-cycle stages associated with computer hardware. For instance, higher-

performance hardware tends to result in higher carbon emissions during manufacturing [35]. 

Additionally, prior approaches have started investigating the footprint associated with materials 

and manufacturing processes. In contrast, there can be significant emissions associated with the 

architecture design methodologies and non-recurring engineering efforts for every new 

architecture. Similarly, introducing specialization can help achieve operational efficiency, but it 

requires significant development/manufacturing efforts and the related carbon emissions could 

easily outweigh the gains achieved from operational efficiency. Therefore, exploring alternative 

manufacturing methods and reusable architectural design and design methodologies, especially 

for specialization, becomes crucial in reducing these emissions and promoting/adopting 

sustainability goals. Furthermore, as devices with billions of transistors experience low utilization, 

architectural design and optimization play a critical role in balancing the concept of "dark silicon" 

with manufacturing emissions [35]. Dark silicon refers to the portion of a chip that is inactive due 

to power and thermal constraints. Architectural optimizations can directly reduce CO2 output by 

judiciously provisioning resources, selectively introducing redundancy, and incorporating 

specialized yet reasonably programmable logic. Finally, resource disaggregation and designing 

architectures in a modular manner can offer opportunities for the reuse of architectural resources 

and related tooling in their design methodologies, respectively.  

The round table discussion on improving the sustainability of computer architectures has 

considered such challenges and the potential next steps, including quantifying the sustainability 

of architecture design more effectively, incentivizing sustainability as a first-hand design metric, 

strategies for designing architectures with sustainability as a goal, and the unique role of 

architectural design in advancing sustainability across the computing stack. In particular, the 

round table spanned the following topical questions: 

• How to incorporate sustainability as a first-hand design metric for processors? 

• What are the current approaches for quantifying the sustainability of computing 

architectures? What are their limitations? 

• How does architectural design uniquely impact the sustainability of computing? 

• How to design computer architectures with sustainability as a goal?  

• What are the implications of specialized computing architectures, error-resilient 

architectures, and open-source technologies on the sustainability of computing? 

• How can architectural advancements help aspire sustainable options across the 

computing stack? 

• How can the end-users of the architectures be made aware of the sustainability 

implications of their computing choice? 
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• How can architecture designers be incentivized to adopt sustainability as a design goal? 

• What are the next steps to make sustainability a more tangible notion in architectural 

design? 

5.3. Open Challenges and Opportunities 

  

5.3.1. Accounting for the Full Life Cycle in Quantification 

While the operational efficiency of computer architectures/systems is well studied, the 

sustainability of architectures is not fully quantified throughout their life cycle phases. For instance, 

a major factor in quantifying sustainability metrics is considering – What is the impact of life cycle 

phases on the hardware that we have designed? How are they being designed? How are they 

being manufactured? How are they being disposed of? What materials are we using? How 

sustainable are design methods, including those for customizable computing? Can we make 

processors and their design methods more reusable and accessible? Accounting for all such 

phases can help achieve a more realistic quantification and, thereby, carbon-aware designs and 

optimization. 

Note that while recent studies for carbon LCA of architectures (e.g., [35, 36] and follow-up works) 

include embodied carbon corresponding to materials/manufacturing, the sustainability of the 

design methods and design practices themselves (recurring/non-recurring engineering efforts) 

has not been investigated [45]. This becomes crucial when exploring new domain-specific 

architectures, as such overheads would be non-trivial. This is because significant efforts get spent 

on finding a new architecture organization that works best for domain workloads, architectural 

characterizations, code optimization and generation for workloads, runtime management, etc. 

[46]. However, quantification of the design phase and accounting for their carbon life-cycle 

implications can inspire innovation in new design automation methodologies, thereby reducing 

the embodied carbon footprint related to designing architectures such as novel specialized 

processors or new memory systems. 

5.3.2. Making Sustainability a First-hand Design Metric 

Current approaches for designing architectures do not treat sustainability as a preliminary 

requirement. There remains a lack of quantifiable targets and metrics for such adoption among 

computing systems architects and application developers. For example, processor designers 

have primarily focused on metrics like throughput, latency, energy consumption, and resource 

requirements for their designs. To encourage the designers to make more sustainable choices, it 

is necessary to quantify the sustainability metrics for the architecture life cycle (embodied and 

operational emissions) and integrate such quantification throughout the design and usage 

process. When the notions of metrics and their milestone values are well-defined, they can inspire 

the community to actively pursue the goals, e.g., exa-FLOPS targets used in the HPC community 

or latency/EDP for application QoS requirements. Contrarily, for achieving sustainable computing, 

individuals and business entities might be setting their own qualitative notion of what is better 
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sustainability-wise. The lack of clear, holistic, or quantifiable metrics hinders their active 

involvement and sustainability improvements at their fullest potential.  

5.3.3. Designing Architectures with Sustainability as a Goal  

Current design methodologies and optimization frameworks for processors target metrics like 

performance or energy consumption. However, for designing high-performance, energy-efficient 

architectures that can meet the Quality of Service (QoS) requirements, the designers must 

consider the sustainability implications of their design choices. This is especially true for designing 

and manufacturing specialized architectures, as it introduces an excessive carbon footprint and 

increases embodied carbon. The embodied carbon footprint due to specialization needs to be 

balanced against the benefits gained by the usage of specialization over the new architecture’s 

lifetime [35, 55]. Additionally, when resilience mechanisms are introduced, the design frameworks 

need to account for carbon footprint implications associated with the lifespan improvements and 

execution overheads of resilience mechanisms. 

5.3.4. Aspiring for Sustainable Architectural Options Across the Computing 

Stack  

Application developers have typically relied on using more accurate options, such as large AI 

models or large-scale simulations in scientific computing. However, this approach leads to 

excessive computing requirements, resulting in much higher operational footprints of systems and 

applications. With architectural innovations and the evolution of application algorithms, it is now 

possible to approximate these models with a reasonable degradation in task accuracy. For 

example, using lower precision of data or sparsely activating large AI models can significantly 

reduce the processing requirements while compromising accuracy by only 0.1% for tasks such 

as object detection or weather forecasting [31, 33, 47]. Although these approaches are gaining 

traction and relevant architectural innovations have been proposed, they are not yet 

commonplace. Therefore, business entities and developers, e.g., those in the AI and HPC 

domain, need to strive for more sustainable alternatives at the architecture and application levels.  

5.4. Moving Forward 

5.4.1. Full Life Cycle Quantification for Sustainability 

The sustainability and carbon footprint of an architecture should be determined considering its full 

life cycle, including the material collection/transportation, manufacturing, design, and NRE efforts, 

and not just the carbon footprint related to the device operation. The LCA also needs to account 

for reuse of the architectural components [48-50] and disposal [51]. There needs to be new 

estimations, tools, and data for enabling such characterizations over full life cycle phases.   

While current LCA techniques analyze emissions for processor architectures throughout several 

phases, such as materials collection/transportation, manufacturing, and operation, there still 

needs to be additional studies for quantifying some more phases, including their design efforts 
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(recurring and non-recurring engineering) and possible reuse of the architectures in low-tier 

operations beyond their first deployment (e.g., in datacenters). This can help estimate and 

mitigate the total emissions in a holistic and more accurate manner.  

5.4.2. Reporting Breakdown of Emissions over Life Cycle Phases and 

Related Sources 

To analyze the carbon footprints of architectures more effectively and develop appropriate 

countermeasures, it is important to differentiate between embodied carbon and operational 

carbon in reporting. Embodied carbon refers to the “pre-use” carbon that is already emitted before 

a computing task begins its operation, while operational carbon refers to the “through-use” 

footprint. High levels of embodied carbon pose new challenges. For example, if embodied carbon 

emissions constitute a significant portion, such as 80% [35, 52], reducing operational carbon 

alone may not improve sustainability significantly. Therefore, operational carbon footprint and 

embodied carbon footprint over different phases of lifespan need to be reported separately for 

designing new architectures, along with their major sources for carbon emissions. 

Quantifying embodied carbon remains challenging, as industries often consider this as proprietary 

information, and the attempted quantification may not be holistic [43, 44]. Availability of limited 

data [43, 44, 50, 53] and double-counting across LCA phases could also lead to inaccuracies in 

quantifications [54]. Therefore, more reporting and quantification efforts are required to 

wholistically and accurately report the embodied carbon footprint of the processors. 

5.4.3. Metrics for Evaluating Sustainability 

A holistically defined carbon footprint over the lifetime of an architecture is usually the primary 

metric that can guide the design of architecture. However, additional metrics can be needed that 

can be more insightful or serve as a primary factor for various use cases. For example, embodied 

carbon is typically significant for processors or even higher than the operational carbon emissions 

expected through the assumed lifespan. However, based on the lifespan expectancy (for primary 

deployment and reuse in low-critical tasks) and the target domains for processors, the operational 

emissions can outweigh embodied carbon emissions [40]. Thus, their quantifications/mitigation 

should not be marginalized by the significance of embodied carbon. To address this challenge, 

the design processes can also embed the carbon breakeven point (CBEP) as a metric, which can 

be calculated in terms of when the carbon footprint of the operational and reuse phase outweighs 

embodied carbon [40, 55]. The integration of a breakeven analysis in the LCA quantification can 

guide architects and automatic design processes about how changes in the early lifespan of 

architecture (e.g., design/manufacturing) could affect the potential breakeven point. 

Several phases of the architectural lifecycle can involve one-time carbon emissions related to 

non-recurring aspects of an architecture. For instance, there would be significant efforts to 

introduce specialization in novel architectural designs. If carbon emissions throughout the full life 

cycle for this new architecture are considered as the metric, it could turn out to be significant and 

outweigh operational benefits for a single architecture. However, this approach would penalize 

the technology advancements and represent an incomplete quantification, as the new architecture 
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could likely find broader adoption later (e.g., accelerators [30-32]), and there can be significant 

benefits through operational phases for next-generation architectures. Therefore, there needs to 

be separate quantification and reporting for recurring and non-recurring aspects of the life-cycle 

phases, and additional factors and metrics are required that can reflect the carbon projection 

based on the likely future reuse of newly introduced technologies for a life-cycle phase.     

5.4.4. Using Sustainability Metrics in the Design Process 

Sustainability metrics such as carbon footprint could serve as a first-hand design metric to guide 

the architectural exploration or hardware/software codesign space optimization of an architecture. 

Just like the performance, energy efficiency, or area efficiency metrics, designers can use these 

sustainability metrics as either a design constraint or a minimization objective for the overall 

architectural optimization. For instance, most recently, design space exploration frameworks [56, 

57, 58] target data-center designs [56] and architectural choices for extended reality systems [57] 

or edge processing [58] while considering carbon emissions as a first-hand metric. Like energy–

delay product or performance/watt, metrics like carbon–delay product [44, 57] or 

performance/carbon could also be used as one of the design constraints or objectives instead of 

using carbon footprint standalone. The designers can also use additional metrics discussed 

previously, i.e., carbon break-even point (CBEP) or carbon estimates with future utilization 

(CAREFUL).     

5.4.5. The Unique Role of Architects and Architecture Design in Improving 

Sustainability 

From a full LCA perspective, architecture design sits at a unique juncture in the sustainable 

computing stack, as it can impact sustainability beyond conventional carbon reduction practices 

like using carbon-free energy or reducing operational energy. In particular,  

 i) Architectural measurements for LCA of carbon footprint can serve as a high-level 

sustainability model, providing the necessary data for quantification at higher levels, such as 

runtime systems and applications, enabling a cross-layer sustainable design and operation.  

 ii) Architecture designers can play a unique role beyond carbon neutrality practices, as 

they need to design sustainable architectures in a sustainable way without compromising the QoS 

requirements of target applications. They can do so by opening the design space of new systems 

for highly sustainable operations and adopting more sustainable design processes going forward.  

Architectures could seamlessly measure and provide feedback on the carbon impact of 

computing, just like the performance monitoring capabilities found in today’s architectures. 

Sustainability monitoring through the architectures could be invoked at reasonable intervals, e.g., 

every few days in end-user devices. It can report and help keep track of how effectively 

applications have utilized the computing fabric. Such architectural-level estimations can be 

abstract enough to encompass the footprint of lower-level components like 

manufacturing/operating circuits while providing a breakdown of the footprint for architectural 

components and their invocations for system-level analysis. 
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5.4.6. Design Considerations for Sustainable Architectures 

When designing high-performance, energy-efficient architectures to meet the QoS requirements, 

architecture designers must consider the lifespan improvements and execution overheads of 

resilience mechanisms, as well as sustainability implications of designing and manufacturing 

specialized architectures as compared to the benefits gained by the usage of specialization over 

the lifetime of new architectures. Architecture designers can strive for the following goals.  

- Reducing dark silicon: Dark silicon in architecture can have a detrimental impact on 

sustainability. The silicon used in the chip, i.e., the total chip area or the number of transistors, 

directly affects the carbon footprint of the architecture design and its overall lifetime usage. 

For example, consider a specialized architectural component that may offer up to orders of 

magnitude higher operational efficiency [30, 31]. If it is not as heavily used as a general-

purpose counterpart like a CPU (e.g., thousands of times), the carbon footprint associated 

with its design and manufacturing can easily outweigh the reduction in the footprint achieved 

through its execution over the device’s lifetime [35, 43]. This example highlights the 

importance of sustainability awareness when designing domain/application-specific solutions 

and aiming for generality and reusability whenever possible.  

- Increasing generality and programmability of specialized computing architectures: 

Maintaining some level of generality in specialized architectures, and especially their 

programmability, can increase their usage and adoption, as demonstrated by the success of 

GPUs over the past decades.  If customized-computing architectures provide reasonable 

programmability, the designers and users can explore ways to efficiently program/process 

their applications within similar domains on such computing platforms. Thus, they can be 

more broadly adopted and used over a longer time, amortizing the embodied carbon costs 

[35, 40] and, thereby, higher sustainability. 

- Selective redundancy: While incorporating redundancy into a system can increase its 

lifespan, it comes with energy and performance overheads. Therefore, sustainability 

throughout the design and operation should be considered, and redundancy should be 

introduced selectively by considering the related overheads and typical usage of the device 

for applications versus the potential lifetime improvements gained. 

- Use of open-source vs. proprietary technologies: When deciding whether to utilize open-

source or proprietary technology in architecture/system design, various factors should be 

considered, including the maturity and reusability of the technology and the sustainability-

related life-cycle implications of its deployment. For example, if a vendor aims to build a 

limited number of systems for in-house usage, the operational efficiency and NRE costs may 

be primary concerns; using open-source technologies that mitigate such costs and their 

carbon footprint can be highly beneficial. However, when building massive data centers with 

thousands or tens of thousands of processors, operational overheads and system longevity 

become key challenges, favoring off-the-shelf and time-tasted hardware/software systems 

over an open-source alternative that is less robust. Thus, the design choice is a case-
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dependent and challenging task, necessitating research on such quantification and design-

space specification and exploration. 

- Resource disaggregation and modular designs: Moving forward, resource 

disaggregation in data centers plays a crucial role in sustainability. Often, hardware platforms 

can only be used for a few to several years, but it does not render all components of a 

hardware platform unusable at the end of its lifetime. Disaggregating resources [59], such as 

decoupling computational resources, storage, and networking, can enable effective 

utilization throughout their lifespan. This approach allows repairing or replacing resources 

on-demand over time, thereby amortizing embodied carbon overheads through long-lasting 

operational usage. For example, a recent study [50] estimates a significant reduction in 

embodied carbon due to reusing pre-designed chiplet IP blocks across several designs 

through heterogeneous integration technologies.   

- Modular design methodologies: Designing architectures from components in a modular 

manner can help design domain-specific architectures effectively and reduce the embodied 

carbon due to related design efforts. For instance, recent studies show that such 

methodologies can be applicable for automatically characterizing, simulating, and 

synthesizing various domain-specific architectures [46, 60-62]. By developing such tasks for 

design automation of processors in a modular manner, researchers cannot just lower design 

efforts for a specific architecture template, but they can also find novel architectures for new 

workloads in an automated and sustainable manner [45].  

- Less intense architectural analysis models: With the growth of computation- and data-

intensive applications, such as large-scale neural networks, using existing computational 

models for execution characterization and simulations become infeasible from an energy-

consumption perspective, which directly impacts recurring/non-recurring design efforts and 

embodied carbon. Designers can develop or adopt new abstractions/models that require 

significantly less processing and are generalizable for various architectures while maintaining 

estimation accuracy. They can enable much faster estimation, characterization, and 

simulation of processing large workloads.     

- Using AI for improving the sustainability of architectures and their design 

methodologies:  AI models can help improve the sustainability of architectures through 

learning from historical data and making better data-driven estimations about the lifetime of 

architectures (primary deployment and reuse) as well for carbon emissions throughout 

different life cycle phases. Moreover, AI models can be used to make design methodologies 

sustainable, especially for designing newer architectures. For example, current approaches 

use AI models for design placement [63], approximating execution costs of workloads on 

processors [64, 65] as well as for exploring design parameters of an architecture [66, 67]. 

The creation of processor design-centric data and AI-based methodologies for characterizing 

and exploring novel architectures and code optimization [45, 67, 68] could help reduce the 

design costs and embodied carbon in a significant manner.   
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5.4.7. End-user Awareness About Carbon Implications of Computing 

Choices 

 
Currently, less sustainable design choices/practices are challenging to improve as they are not 

measured. For instance, users may currently prefer streaming services that are relatively cheaper. 

However, streaming music from distant, large cloud services over a wide-scale network could be 

extraordinarily expensive in terms of energy consumption and carbon footprint than processing 

the music on a local device. Providing end-users with sustainability metrics as a first-hand 

measure can help them and service providers make more sustainable choices. Hyper-scale data 

centers like Microsoft Azure or Google GCP have recently introduced dashboards that inform their 

customers about the carbon footprint of their cloud resources used – even approximately. Similar 

reporting should be enabled to account for the full life-cycle footprint of processing on end-user 

devices and the edge-cloud continuum. This information may encourage users to opt for 

buying/renting the devices manufactured with sustainable materials and designed with 

sustainable design methods and practices that have incurred minimal carbon implications (while 

having a similar or little more purchase cost and operational cost). 

5.4.8. Incentivizing Sustainability of Architectures  

Several steps can be taken next to improve the sustainability of designing and operating 

computers. They include encouraging relevant large-scale business entities to explore carbon-

friendly approaches, fostering joint efforts between industry, governments, and research 

communities, implementing the reporting and budgeting of carbon usage, and promoting the 

reuse of computational resources.    

- Persuading large-scale business entities to adopt carbon-friendly practices and 

technologies: To make a tangible impact, computing professionals, and especially large-

scale business entities, should identify the implications of their existing 

practices/technologies and replace them with carbon-friendly alternatives. For example, chip 

manufacturing companies can explore advanced material designs to reduce toxic emissions. 

Similarly, vendors designing processors for heterogeneous computing can develop design 

methods that enable the automatic search of effective architectures for the target set of 

applications, improving the sustainability of the design flows and limiting carbon footprints 

associated with repeated NRE efforts. 

- Joint efforts between industry, government, and academia: Designing architectures in a 

sustainable manner can be influenced by global supply-chain challenges and geopolitical 

issues. In this regard, government agencies should encourage industry partners to develop 

and adopt more sustainable solutions/technologies while collaborating closely with academic 

researchers to explore the adoption of newer alternatives developed by them. Industries 

need to participate in such efforts more actively and help advance them. For instance, the 

National Science Foundation (NSF) has recently called upon researchers to engage in 

sustainable computing [70], established a dedicated program [71] to expedite research on 
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sustainable computing challenges and solutions, and launched a new research program on 

sustainable digital infrastructures in partnership with VMWare [72]. 

- Sustainability budgets for end-user computing: Recent research and industrial efforts 

have increasingly focused on improving the energy efficiency of computing and raising 

awareness about it. For example, in massive-scale and supercomputing infrastructures, 

allocations to users are now provided based on energy consumption budgets rather than 

their usage time. Similarly, resource usage reports can be equipped with sustainability 

metrics, and resource budgeting of computing systems can be provisioned based on carbon 

footprints. 

- Encouraging sustainability reporting: For the research community, additional processes 

incentivizing sustainability need to be introduced. For instance, researchers should be 

encouraged to report the computing efforts, human efforts, and carbon footprint associated 

with their research work. This reporting can be initiated by allowing authors of research works 

to report on sustainability aspects, such as in conjunction with the existing, well-established 

artifact evaluation process for computing systems research venues. Initially, authors can 

report the carbon footprint of running evaluations for their artifacts (e.g., for all experiments), 

focusing on the operational phase, and gradually extend the reporting to include the overall 

life-cycle metric, encompassing computing resources and human hours spent from 

conceptualization to deliverable. Accepted papers can include sustainability metrics, and the 

artifact evaluation process can validate the reported numbers – at least for the operational 

phase.   

- Improving reusability of resources: Additional mechanisms and regulations can be 

established, particularly for large-scale computing infrastructures, that enhance the 

reusability of computing resources. For instance, recent studies [48, 49] found that 

computational resources in data centers could be suitable for reasonable reuse for data 

center workloads and other non-critical tasks, even preserving end-to-end service 

performance in certain load conditions [49]. Thus, the data center companies/agencies can 

cautiously and explicitly plan for reusing computational, memory, and networking resources 

during partial/full upgrades (or deposit them through a relevant agency for reuse in less-

performance-critical operations). Likewise, a system can be made available to academic 

researchers for depositing computing resources purchased from government funding (e.g., 

unutilized resources bought from NSF CRI grants) in government-managed facilities or 

educational institutions. However, caution must be exercised in the logistic trade-offs, as 

recycling resources with low-tier operational quality may prolong the use of energy-inefficient 

computers. In addition to efforts to promote the reuse of older resources, incentivizing efforts 

for repairability [73] and making repairs more affordable can be helpful, as it can prolong the 

use of electronic devices. The efforts and incentives for reusability and repairability cannot 

just be helpful for prolonged usage of components (and fewer emissions), but they can also 

be helpful in mitigating shortages of computing resources due to higher chip/semiconductor 

demands or global uncertainties [74]. 
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5.5. Recommendations to NSF 

5.5.1. Raise Awareness 

 

NSF should help increase awareness about sustainable computer architecture designs through 

co-sponsored workshops at conferences, reach out to industrial partners, and encourage 

researchers for detailed reporting about carbon-related metrics.  

- Justification: Efforts need to be made to make designers aware of the higher embodied carbon 

and the required efforts for lowering them.  

Recommendation: NSF could help and encourage researchers to organize workshops that 

can emphasize the sustainability implications of processors and their full life cycle phases to 

the processor design communities.   

- Justification: Currently, industry and practitioners do not report/estimate a detailed breakdown 

of emissions over the life cycle phases of a processor. For effective quantification and 

mitigation of carbon implications of architectural techniques, carbon reporting needs to be 

distinguished between different life-cycle phases of processors as well as their recurring and 

non-recurring aspects.  

Recommendation: NSF should consider efforts to raise awareness about more detailed 

reporting of data through workshops as well as through reaching out to industrial partners.  

This would be important to effectively quantify emissions and determine effective mitigation 

strategies.   

- Justification: Currently, research findings for designing new architectures lack reporting about 

the computing efforts, human efforts, and carbon footprint associated with the research work. 

Like research reproducibility, reporting on sustainability metrics needs to be made a part of 

the research reporting and evaluation process.  

Recommendation: For NSF-funded projects, NSF should encourage computing systems 

researchers to report sustainability aspects/implications of their proposed research (e.g., CNS 

and CCF programs under the CISE directorate). For reporting project outcomes and research 

findings, principal investigators (PIs) can provide supplementary information about the 

implications of their proposed/developed research on introducing or reducing embodied and 

operational carbon. For new solicitations from NSF that specifically focus on sustainable 

computing [70-72], this can be a key required aspect for the proposed/funded projects. 

 



39 
 

- Justification: Currently, end-users of computing platforms lack information about the carbon 

implications of their choice of computing.  

Recommendation: NSF should consider working with industrial partners and agencies to 

encourage reporting about sustainability metrics with end-user devices, which can help 

increase end-user awareness and more informed decisions.  

5.5.2. Infrastructure 

- NSF may consider working with government agencies, industry, and educational institutes to 

establish a common platform for reusing computing resources. Processors and computing 

equipment purchased from NSF-sponsored projects, large-scale computing infrastructures at 

universities, and excess resources after upgrades in industrial data centers could be 

deposited for reuse, e.g., in low-performance-critical tasks at educational institutions. 

- NSF could call for the development of open-source infrastructures and computing ecosystems 

targeting sustainable processing. Like existing programs calling for large-scale tools for 

community usage, the sustainability-related infrastructure can provide computing systems 

researchers with a common platform for quantifying and exploring the carbon implications of 

their new technologies. NSF could also foster joint efforts between industry, governments, 

and research communities for the same. 

5.5.3. Research Topics and Funding 

NSF should consider funding dedicated projects to expedite research on sustainable computing 

challenges and solutions. For example, NSF could consider funding new research projects that 

focus on the holistic sustainability quantification of processors, effective design metrics, 

sustainability-aware design methodologies, and efforts for reducing embodied carbon and 

improving the reuse of processors. The related research topics can include, but are not limited to: 

- Wholistic quantification of carbon emissions throughout the full life cycle of processors, 

including the design, material collection/transportation, manufacturing, operation, reuse, 

and disposal. Efforts related to dataset curations and case studies are also encouraged. 

- Effective sustainability metrics for reducing emissions for various processor life cycle 

phases. These metrics and their calculations can cover various use cases of processor 

deployment and different design goals for sustainability, such as total emissions 

throughout processor lifetime, carbon breakeven point between embodied/operational 

carbon, carbon estimates with future utilization of technology across several processor 

generations, etc. 

- Carbon-aware design frameworks for general-purpose and domain-specific processors 

that consider various sustainability metrics and architectural design factors such as 

domain-specific specialization, dark silicon, programmability, and overheads of fault 

tolerance mechanisms while improving operational lifetime. 
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- Efforts for reducing embodied carbon, e.g., with modular and resource-disaggregated 

architectural designs and high reuse of processors. 

- Novel methodologies for lowering carbon footprint related to architecture design 

methodologies for recurring and non-recurring processor design efforts. 

- Data curation and case studies for reuse of processors at scale. 

- Improve resource reusability and repairability in large-scale computing infrastructures to 

reduce electronic waste and carbon emissions.  

5.5.4. Education 

Integrate discussion about sustainability metrics and case studies into curricular development for 

undergraduate and graduate courses, e.g., computer architecture, circuits design, computing 

systems, and related special topics such as reconfigurable computing, accelerators, embedded 

systems, etc. 
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Chapter 6: Systems-on-Chips and Integrated 

Circuits 

6.1. Executive Summary 

This section summarizes the findings and recommendations of a panel discussion on improving 

SOC/IC (System-on-Chip/Integrated Circuit) design and fabrication with sustainability in mind. 

The panel focused on addressing the environmental impacts of computing technologies beyond 

energy consumption, including greenhouse gas emissions, depletion of rare earth elements, and 

e-waste. Designing SoCs/ICs with sustainability as a goal involves considering various factors 

throughout the design process, including power optimization, energy-efficient architectures, 

system-level optimization, materials selection and end-of-life considerations. The discussion 

highlighted the need for holistic approaches to sustainability throughout the entire lifecycle of 

computing devices. The panelists provided insights into various important topics such as 

consumer behavior, manufacturing processes, reliability, emerging technologies, and open-

source initiatives. Based on the discussion, this section presents a set of specific 

recommendations to the National Science Foundation (NSF) to guide future research and 

development efforts in sustainable SOC/IC design. 

6.2. Background 

The rapid growth in computing demands has raised environmental concerns due to increased 

greenhouse gas emissions [1, 2], depletion of rare earth elements [3, 4], and the generation of e-

waste [5]. The disposability of computing systems and consumer behavior toward seeking the 

latest gadgets exacerbate these issues. Additionally, the manufacturing process and end-of-life 

disposal of electronic devices contribute significantly to their environmental impact. Therefore, a 

holistic approach that encompasses the entire lifecycle of computing devices is necessary to 

address sustainability challenges in SOC/IC design. The following set of questions was used to 

ignite the panel discussions: 

1. How to design SoC/IC with sustainability as a goal? 

2. What is the role of SoC/IC design in the Life-cycle analysis/optimization of the computing 

system? 

3. What is the impact on the carbon footprint of optimization of SoC/IC? 

4. What is the role of interconnection architectures in computing sustainability? Can we 

envision designs being informed by LCA, supply chain, or even geopolitics? 

5. How can ML help design a sustainable SOC/IC? 
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6. Can you comment on the role of software/hardware co-design for sustainable SOC 

design? 

7. What are the most promising emerging technologies for future SOC design? 

8. How can the increasing use of ML/AI affect sustainable SoC design and its design tools? 

9. How should SoC designers apply sustainability principles such as reduce, reuse, 

recycle/share, etc., for various steps of SoC design and for SoC components? 

6.3. Consumer Behavior and Recycling 

The panel discussed the challenge of changing consumer behavior to encourage longer usage of 

SOC/ICs, reducing the environmental impact of frequent device replacements. Consumer 

behavior plays a significant role in the lifecycle and sustainability of SOC/ICs. The constant pursuit 

of the latest gadgets and features leads to a culture of frequent device upgrades, resulting in the 

premature disposal of functional electronics. This trend contributes to increased greenhouse gas 

emissions, resource depletion, and e-waste generation. Additionally, the lack of recycling further 

exacerbates the environmental impact, with a significant portion of recyclable materials ending up 

in landfills. Addressing this issue requires a multifaceted approach that focuses on promoting 

extended usage of SOC/ICs and encouraging responsible recycling practices. 

6.3.1. Design Considerations for SoC/IC 

The panelists discussed the creation of energy-efficient and long-lasting SOC/IC architectures 

that meet the computational needs of future applications. Emphasize the benefits of using devices 

with optimized designs, highlighting their ability to handle emerging technologies without the need 

for frequent upgrades. There was a recognition of the need to promote software/hardware co-

design methodologies that optimize algorithms, power management, and task management 

policies. This approach can lead to energy savings and improved performance, making devices 

more appealing for long-term use. 

6.3.2. Sustainability in Manufacturing of SoC/IC 

The panel also discussed the needed support for research on sustainable manufacturing 

processes for SOC/ICs. This includes developing device and circuit-level models to measure the 

carbon footprint of different fabrication steps. Encourage the adoption of environmentally friendly 

techniques such as reducing energy-intensive processes and optimizing material usage. Another 

idea was to explore the development of “sustainable” design variants of standard logic cells that 

prioritize energy efficiency, recyclability, and reduced environmental impact. The idea of how to 

use carbon credits in electronics manufacturing was also discussed. It is well known that simply 

planting trees to offset carbon is not practical as we will run out of space in the process. Therefore, 

we must be creative in this process. 
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6.4. Architecture and Algorithm Optimization 

To address sustainability concerns, there is a need to focus on developing computing 

architectures that are both high-performing and energy-efficient, particularly for demanding 

workloads like AI and big data applications. By achieving higher throughput while reducing the 

number of units and energy consumption, it becomes possible to meet computing requirements 

while minimizing the environmental impact. Emerging technologies such as in-memory computing 

and 3D/M3D integration offer promising avenues for improving performance and energy 

efficiency. 

6.4.1. In-Memory Computing 

The panel discussed the significant potential of in-memory computing, which has shown the ability 

to outperform traditional non-Von Neumann architectures by orders of magnitude [6-8]. In-

memory computing can offer significant improvements in data processing speed and energy 

efficiency, thereby enabling more sustainable computing solutions. However, to fully achieve the 

potential of in-memory computing, we need to develop novel memory technologies and 

architectures that are optimized for in-memory computing, which includes exploring materials and 

devices with improved data storage and retrieval capabilities. However, the reuse of existing 

fabrication or manufacturing foundries where novel architectures and systems leverage the reuse 

of existing technologies like DRAM or SRAM should not be neglected as the reuse of existing 

foundries greatly fosters reuse, one of the cornerstones of sustainability. 

6.4.2. 3D/M3D and 2.5D Integration 

The panel emphasized the advantages of 3D/M3D integration techniques that enable the stacking 

of multiple layers of components, resulting in better performance and energy efficiency compared 

to conventional 2D systems since such integration can lead to shorter interconnect lengths, 

reduced power consumption, and improved data transfer rates [9]. Chip designers, packaging, 

and fabrication experts need to collaborate to develop reliable and cost-effective 3D/M3D 

integration methodologies. 3D/M3D is known to have lower yields compared to 2D or 2.5D 

integration. 2.5D integration with interposers can provide comparable performance to that of M3D 

while improving yield and enabling the reuse of older and cleaner manufacturing technologies in 

older nodes for the interposer [10, 11]. The interposer is a large die that allows chiplets or dielets 

to be integrated into sockets. Interposers are either entirely passive or partially active with a limited 

number of active transistors or devices while providing wiring real estate for dense interconnect 

architectures. Chiplets or dielets are smaller chips/SoCs that can be pre-designed or pre-

packaged to be used from a library of chiplets to be integrated into a larger system-on-interposer 

for a system-in-package. This methodology encourages reuse and sustainability and needs to be 

considered for sustainable computing systems. 
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6.5. Reliability and Lifetime Extension 

To ensure the sustainability of SOC/ICs, it is crucial to consider their reliability in the face of 

environmental variations, workload variations, and other factors [12]. By extending the lifetime of 

SOC/IC systems, the environmental costs associated with manufacturing and end-of-life can be 

amortized. Drawing parallels from the automotive industry, where cars are often used for more 

than ten years, similar longevity can be achieved for SOC/ICs. For this, we need to come up with 

proactive reliability mechanisms like the following. 

6.5.1. Early Defect Detection 

The panel discussed the need for research on proactive reliability mechanisms that can detect 

defects early in SOC/IC systems. Like sensors in cars that notify users or designers about 

potential issues, incorporating similar mechanisms into SOC/IC designs can enable suitable 

mitigation actions to prevent catastrophic failures in the future. Extensive studies are needed on 

advanced fault detection and diagnosis techniques that leverage real-time monitoring, machine 

learning, and data analytics to identify potential issues before they cause system failures. 

6.5.2. Lifelong Testing 

The panel also discussed the knowledge gap regarding reliability in SOC/ICs and proposed 

potential remedies. It is important to periodically test to detect defects and enable timely mitigation 

actions. However, there has been relatively limited exploration of proactive in-field testing. The 

analogy drawn to cars illustrates the concept: just as the engine light on a car's dashboard 

indicates a possible issue with the engine, a similar approach could be applied to SOC/ICs. 

Proactive in-field testing would identify failing or soon-to-fail components, enabling early 

intervention to prolong the chip's lifespan. The panelists advocated for the adoption of 2.5D 

chiplet-based architectures as a potential solution. Such architectures offer the ability to replace 

or bypass defective components, making them a promising avenue for further investigation. 

6.5.3. Reconfigurable SOC/ICs for Extended Lifetime 

The panel discussed the development of reconfigurable SOC/ICs that offer the flexibility to vary 

hardware functionality to a certain extent. This adaptability is essential to address future 

challenges that are currently unknown. For instance, in the case of cryptography accelerators, if 

an underlying algorithm is defeated, a reconfigurable SOC/IC would allow for modifications to 

support a more secure algorithm, thereby extending its useful life. More research is needed on 

reconfigurable hardware architectures, such as field-programmable gate arrays (FPGAs) and 

programmable logic devices (PLDs), which enable runtime modifications to hardware functionality 

without the need for complete hardware replacement. 
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6.5.4. ASICs vs. Reconfigurable SOC/ICs 

The panel also addressed the debate surrounding the environmental impact of application-

specific integrated circuits (ASICs) compared to reconfigurable SOC/ICs. While ASICs may be 

more energy-efficient for specific applications, their lack of flexibility can lead to the design and 

production of multiple units for different applications, resulting in higher costs and environmental 

impact. Reconfigurable SOC/ICs can be optimized for multiple target applications as needed, 

which reduces the need for separate hardware designs, minimizes waste, and improves resource 

utilization, leading to a more sustainable SOC/IC ecosystem. 

6.6. Manufacturing Process and Carbon Footprint 

The cost of manufacturing SOC/ICs has become increasingly challenging with scaling, particularly 

regarding energy usage [14]. The panel discussed a bottom-up approach to develop device and 

circuit-level models specifically tailored for measuring the carbon footprint of a process node. This 

approach would be an extension of the methodology used in Design Technology Co-Optimization 

(DTCO). There is a need for research to carefully quantify the carbon emissions associated with 

specific fabrication steps, considering factors such as the use of extreme UV lithography versus 

multiple rounds of quadruple patterning lithography. Accurate carbon footprint measurements can 

provide valuable insights into the environmental impact of different manufacturing approaches. 

6.6.1. Developing Sustainable Logic Cells 

The panel discussed the bottom-up development of “sustainable” design variants of standard logic 

cells. These sustainable design variants should focus on reducing energy consumption, waste 

generation, and the use of rare materials during SOC/IC manufacturing. Another direction is to 

encourage research on novel circuit architectures and design techniques that prioritize energy 

efficiency, recyclability, and the use of environmentally friendly materials. 

6.6.2. Sustainability in 2.5D and 3D Integration 

As heterogeneous integration is proliferating, it is important to develop a top-down approach to 

incorporate sustainability considerations into the process of 2.5D and 3D integration. This will 

enable the replacement or bypassing of defective units without the need to discard the entire 

architecture, thus extending the lifetime of the device. There is also a need for research on 

advanced testing, diagnosis, and reconfiguration techniques that facilitate the identification and 

isolation of faulty components in 2.5D and 3D integrated systems. This will allow for targeted 

repairs or replacements, minimizing waste and improving resource utilization. 

6.7. Holistic view of an SoC/IC product phases  

Most of the work on sustainability usually focuses on making the operational phase more energy 

efficient, but there is a need to address the environmental impact of the manufacturing and end-
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of-life phases. The SOC/IC industry can effectively address the increasing carbon footprint and 

environmental impact associated with SOC/ICs. Implementing sustainable manufacturing 

practices, exploring reuse and extended lifetimes, and establishing responsible end-of-life 

strategies are crucial steps toward achieving a more environmentally friendly and sustainable 

SOC/IC ecosystem.  

6.7.1. Manufacturing Phase 

The panel recognizes the need to assess and quantify the environmental impact of SOC/IC 

manufacturing processes, considering factors such as energy consumption, resource utilization, 

waste generation, and emissions. For this, we need to encourage the exploration of innovative 

manufacturing technologies, such as cleaner fabrication processes, recycling of materials and 

reduced use of hazardous substances, as well as support the development of energy-efficient 

manufacturing equipment and techniques to improve overall sustainability in the production of 

SOC/ICs. 

6.7.2. Reusing Old Hardware 

The panel discussed the possibility of reusing SOC/ICs, especially those that are still functional 

but no longer suitable for cutting-edge applications, and recognizing that not all applications 

require the latest computing systems, and repurposing old SOC/ICs for less demanding tasks can 

significantly extend their lifetime. Research is needed into the development of methodologies, 

standards, and compatibility frameworks that facilitate the reuse of SOC/IC components across 

different applications and domains. 

6.7.3. Redistribution of Components 

One idea suggested in the discussion was to promote initiatives that facilitate the redistribution of 

SOC/IC components from outdated or decommissioned systems to areas where computing power 

requirements are lower, such as in educational institutions, non-profit organizations, or low-

resource settings. This approach could be supported through collaborations between industry, 

academia, and non-profit organizations to establish networks and platforms for the efficient 

exchange and redistribution of SOC/IC components. 

6.7.4. Responsible Disposal and Recycling 

Sustainable end-of-life strategies require the development of environmentally responsible and 

economically viable methods for the disposal and recycling of SOC/ICs that have reached the 

end of their usable life. Specialized recycling facilities could be established, equipped to handle 

SOC/IC components, ensuring proper handling and extraction of valuable materials while 

minimizing environmental harm. This approach could be supported through research on 

innovative recycling techniques, including the recovery of rare earth elements and other valuable 

resources from SOC/ICs. 
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6.7.5. Material Selection and Design for Recycling 

The panel discussed the use of materials in SOC/IC design that are more recyclable or 

environmentally friendly, enabling easier and more efficient recycling processes. The industry 

should adopt design practices that facilitate the disassembly and separation of components during 

end-of-life processing and explore the development of standardized labeling or identification 

systems that provide information on the recyclability and environmental impact of SOC/IC 

components. 

6.7.6. Reduce, Reuse, Recycle/Share and Open Source 

SoC designers can apply sustainability principles at various steps of SoC design and for SoC 

components. 

To Reduce, designers should focus on reducing power consumption, resource usage, and 

environmental impact throughout the design process. This can include optimizing power 

management techniques, using low-power components, and minimizing the use of hazardous 

materials. To Reuse, designers should try to reuse existing design blocks, IP cores, and 

verification suites to minimize unnecessary duplication of effort and reduce the environmental 

impact associated with new designs. To Recycle, there is a need to have recyclability in mind by 

considering the selection of materials that can be easily recycled or using components with higher 

recyclability. Designers should also consider end-of-life scenarios and design for easy 

disassembly and recycling. Finally, to Share, we should foster collaboration and knowledge-

sharing within the design community to promote sustainable practices and innovations. Open-

source initiatives and shared design resources can contribute to reducing redundancy and 

environmental impact. 

During the discussion, the panelists highlighted the issue of limited availability of open-

source intellectual property (IPs) and electronic design automation (EDA) tools. Currently, the 

process of designing a new SOC/IC involves extensive simulations on cloud-based EDA tools, 

which often require significant time and resources. Although many IPs already exist, they are not 

openly accessible, resulting in a repetitive and carbon-intensive design process for each new 

project. This approach contributes to a substantial environmental impact due to the energy 

consumption, cooling requirements, and communication overhead of cloud computing 

infrastructure. The need for further development of open-source EDA tools was emphasized, 

together with promoting the reuse of software and IP blocks to help mitigate the economic and 

environmental costs associated with manufacturing. However, economic challenges exist in 

realizing such a model, as it may not align with the profitability objectives of EDA or IC design 

companies. 

6.7.7. Emerging Technologies and Sustainable Computing 

Several emerging technologies show promise for future SoC design with sustainability 

considerations. 3D integration enables the stacking of multiple chip layers, reducing interconnect 
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length, improving performance, and potentially reducing power consumption. Neuromorphic 

computing is inspired by the human brain and can provide energy-efficient solutions for specific 

tasks, leveraging principles of low-power computation and event-driven processing. Approximate 

computing allows controlled errors within acceptable bounds, thus trading off accuracy for energy 

savings, making it suitable for certain applications. Emerging non-volatile memory technologies, 

such as resistive RAM (RRAM) or phase-change memory (PCM), offer the potential for energy-

efficient and high-density on-chip storage solutions. Energy harvesting, such as RF, solar cells, 

or vibration sensors, can enable autonomous power generation and reduce reliance on external 

power sources. 

6.7.8. AI/ML’s Role in Sustainable SoC/IC Design and Fabrication 

Artificial Intelligence/Machine learning (AI/ML) can aid in designing sustainable SoCs/ICs in 

several ways. First, in design optimization, AI/ML techniques can automate design space 

exploration, identifying optimal configurations and parameters that result in energy-efficient and 

sustainable SoCs. Second, for power management, AI/ML algorithms can dynamically adapt 

power management strategies based on workload characteristics, leading to more efficient power 

consumption [14]. Third, fault detection and reliability AI/ML techniques can be used to detect and 

predict failures in SoCs, enabling proactive measures to improve reliability and reduce resource 

waste. Finally, for design tool optimization, AI/ML can enhance design tools by automating tasks, 

improving accuracy, and reducing the time and effort required for design iterations. 

6.8. Recommendations to NSF 

6.8.1. Sustainable SoC Design Consortium 

Help create a consortium that brings together industry, academia, and government agencies to 

collaborate on research, development, and knowledge sharing in sustainable SoC/IC design. This 

consortium can provide funding, resources, and a platform for researchers and industry experts 

to work together on specific sustainability-focused projects. 

6.8.2. Sustainable SoC Design 

Allocate specific funding programs that prioritize research on sustainable SoC design. This 

funding can support projects focusing on low-power architectures, power optimization techniques, 

and power management strategies, with the goal of minimizing energy consumption in computing 

systems. 

6.8.3. Design Tools for Sustainability 

Support the development of design tools and methodologies that enable designers to evaluate 

the sustainability impact of their SoC designs. This can include tools for estimating carbon 
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footprint, energy efficiency analysis, and life-cycle assessment. Funding can be provided to 

research groups working on such tools to enhance their development and adoption. 

6.8.4. Collaboration with Material Science and Engineering 

Foster collaboration between SoC designers and material scientists/engineers to explore the 

development of sustainable materials and components for SoCs. Encourage research on 

environmentally friendly materials, such as biodegradable or recyclable substrates, low-impact 

manufacturing processes, and novel materials with reduced energy requirements. 

6.8.5. Encourage Design for Upgradability and Repairability 

Promote research and development of SoCs that are designed for upgradability and repairability. 

This can include modular designs that allow for component-level upgrades or repairs, reducing 

electronic waste and extending the lifespan of computing devices. 

6.8.6. Support Open-Source Hardware Initiatives 

Provide funding and resources to support open-source hardware initiatives focused on 

sustainable SoC/IC design. Open-source hardware encourages collaboration, knowledge 

sharing, and the reuse of design blocks, reducing duplication of effort and enabling more 

sustainable design practices. 

6.8.7. Integration of ML/AI in Sustainable Design 

Support research on the use of AI/ML techniques for sustainable SoC/IC design. This can involve 

the development of AI/ML algorithms for power optimization, system-level energy management, 

and intelligent decision-making to enhance sustainability metrics in SoC design. 

6.8.8. Establish a Sustainable Design Certification 

Collaborate with industry partners and standards organizations to develop a certification program 

for sustainable SoC design. This certification can provide a framework for assessing and 

benchmarking the sustainability performance of SoCs, guiding designers and companies towards 

more sustainable design practices. 

6.8.9. Foster International Collaboration for Supply Chain Sustainability 

Facilitate international collaborations to address supply chain sustainability in SoC design. Partner 

with international organizations and academic institutions to share best practices, establish 

guidelines for responsible sourcing of materials, and promote fair labor practices throughout the 

supply chain. 
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6.8.10. Support Interdisciplinary Research Projects 

Encourage interdisciplinary research projects that explore the intersection of sustainability, 

SoC/IC design, and other domains such as renewable energy, IoT, or smart cities. Funding and 

resources can be allocated to projects that investigate the synergies and potential for sustainable 

design solutions in these areas. 
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Chapter 7: Devices and Materials for Computing 

7.1. Executive Summary 

This chapter discusses the environmental impact of semiconductor manufacturing, highlighting 

the carbon footprint associated with the production of computing components. It delves into the 

questions and challenges, including the role of the semiconductor fabs in the sustainable 

manufacturing of computers and how different materials used in semiconductor devices, such as 

silicon, germanium, and gallium arsenide, impact sustainability and carbon emissions. We detail 

the challenges and emissions associated with different stages in the semiconductor fabrication 

process, including scope 1, scope 2, and scope three emissions. Then, we describe several 

strategies proposed by the panel for sustainable computing, including reducing energy 

consumption during fabrication, utilizing older CMOS nodes, exploring biomaterial-based 

computing, incorporating non-CMOS materials and devices, and emphasizing material lifecycle 

analysis. Further, interdisciplinary collaboration and a deep convergence of knowledge between 

fields are advocated for finding holistic solutions to sustainability challenges. Lastly, we also 

emphasize the role of stakeholders, such as fab designers, material production companies, and 

transistor architects, in adopting sustainable practices and incentivizing their efforts. 

7.2. Background 

The proliferation of IoT, edge, and cloud computing has led to tens of billions of processing cores 

as well as memory, network, and storage modules in use today. Each of these components makes 

use of several million to billions of devices, such as transistors, that are built using a variety of 

CMOS-compatible and other types of materials. The semiconductor fabs that fabricate these 

components expend a significant amount of embodied carbon and other resources (e.g., water 

use during manufacture) that depend on the devices and materials being used by the computing 

components. It has been estimated that over 80% or more of the carbon footprint of many 

electronics comes from their manufacturing [1][2]. This is partly due to the extremely high energy 

costs of semiconductor manufacturing equipment (e.g., 2000 °F furnaces, specialized lithography 

tools, etc.). The use of computing components also expends operational carbon and other 

resources (e.g., water used for cooling large data center computing facilities), which depends on 

the devices and materials used in the computing components [3].  

Semiconductor devices are the key components in integrated circuits (ICs), such as computer 

processors, microcontrollers, and memory chips (such as NAND flash and DRAM) that are 

present in everyday electrical and electronic devices. The most common semiconductor device 

in the world is the MOSFET (metal–oxide semiconductor field-effect transistor), also called the 

MOS transistor. MOSFETs account for at least 99.9% of all transistors, and there have been an 

estimated 13 sextillion MOSFETs manufactured between 1960 and 2018 [4]. Many other types of 

semiconductor devices are also used in electronic systems, including diodes, bipolar junction 

transistors, thyristors, and photocells. 



58 
 

All transistor types can be used as the building blocks of logic gates, which are fundamental in 

the design of digital circuits. In digital circuits such as processors, transistors act as on-off 

switches. Transistors used for analog circuits (e.g., amplifiers, oscillators) do not act as on-off 

switches; rather, they respond to a continuous range of inputs with a continuous range of outputs. 

Circuits that interface or translate between digital circuits and analog circuits are known as mixed-

signal circuits and are also widely used. Power semiconductor devices are discrete devices or 

integrated circuits intended for high current or high voltage applications. Power integrated circuits 

combine IC technology with power semiconductor technology. 

From a materials perspective, silicon (Si) is the most utilized substance for the fabrication of 

computer chips. Silicon is a naturally occurring semiconductor, and typical beach sand has a large 

concentration of this element. The injection of imperfections into silicon can change its electrical 

characteristics, a technique known as doping. Owing to these properties, it is an effective 

substance for the fabrication of transistor devices. Silicon’s combination of low raw material cost, 

relatively simple processing, and a useful temperature range makes it currently the best 

compromise among the various competing materials. Silicon used in semiconductor device 

manufacturing is currently fabricated into boules that are large enough in diameter to allow the 

production of 300 mm (12 in.) wafers [5][6]. The silicon wafers that serve as the foundation of 

computing chips are composed of silicon, while the metal wires used to connect the sections of 

circuitry are typically made of aluminum or copper [7]. 

Several other elements are also employed in the design of computing chips. Germanium (Ge) 

was a widely used early semiconductor material, but its thermal sensitivity makes it less useful 

than silicon. Today, germanium is often alloyed with silicon for use in very-high-speed SiGe 

devices (such as those made by IBM) [8]. Gallium arsenide (GaAs) is also widely used in high-

speed devices [9][10], but so far, it has been difficult to form large-diameter boules of this material, 

limiting the wafer diameter to sizes significantly smaller than silicon wafers, thus making mass 

production of GaAs devices significantly more expensive than silicon. Gallium Nitride (GaN) is 

gaining popularity in high-power applications, including power ICs, light-emitting diodes (LEDs), 

and RF components due to its high strength and thermal conductivity [11]. Compared to silicon, 

GaN's band gap is more than three times wider at 3.4 eV, and it conducts electrons 1,000 times 

more efficiently [11]. Silicon carbide (SiC) has found some application as the raw material for blue 

LEDs and is being investigated for use in semiconductor devices that can withstand very high 

operating temperatures and environments with the presence of significant levels of ionizing 

radiation [12]. Various indium compounds (indium arsenide [13], indium antimonide [14], and 

indium phosphide [15]) are also being used in LEDs, solid-state laser diodes, and photodetectors. 

Selenium sulfide is being studied in the manufacture of photovoltaic solar cells [16]. 

Semiconductor fabrication facilities that utilize the abovementioned materials to build devices and 

integrate them into components that become part of computing and electronic systems have a 

significant environmental impact. As an example, TSMC alone uses more than 5% of all of 

Taiwan’s electricity, according to figures from Greenpeace [17], with estimates indicating a rise to 

7.2% in 2022, and it used about 63m tons of water in 2019. The company’s water use became a 

controversial topic during Taiwan’s drought in 2019, the country’s worst in a half-century, which 
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pitted chipmakers against farmers [17]. In the US, a single fab, Intel’s 700-acre campus in Ocotillo, 

Arizona, produced nearly 15,000 tons of waste in the first three months of 2021, about 60% of it 

hazardous [17]. It also consumed 927m gallons of fresh water, enough to fill about 1,400 Olympic 

swimming pools, and used 561m kilowatt-hours of energy [17]. 

The environmental impacts from semiconductor facilities involve scope 1, scope 2, and scope 3 

overheads [18]. Scope 2 emissions, which represent the highest proportion of greenhouse gases 

(GHG) from semiconductor companies, are linked to the energy required to run their extensive 

production facilities [18]. The sources of these emissions include tool fleets containing hundreds 

of manufacturing tools, such as lithography equipment, ion implanters, and high-temperature 

furnaces; large clean rooms requiring climate and humidity control with overpressure and particle 

filtration extensive subfab facilities for gas abatement, exhaust pumps, water chillers, and water 

purification [18]. Scope 1 emissions, which also significantly add to fabs’ GHG emission profile, 

arise from process gases used during wafer etching, chamber cleaning, and other tasks. These 

gases, which include PFCs, HFCs, NF3, and N20, have high global-warming potential (GWP); 

they rise as manufacturing node size shrinks [18]. Scope 1 emissions may also arise from high-

GWP heat transfer fluids that may leak into the atmosphere when fabs use them in chillers to 

control wafer temperature during manufacturing processes [18]. Together, scope one and Scope 

2 emissions account for 80% of emissions from semiconductor fabrication facilities. Additional 

emissions may come from upstream scope three sources, such as suppliers, chemicals, and raw 

materials, or from transportation to customer facilities [18]. These upstream emissions generally 

account for about 20 percent of fabs’ GHG profile. There are also many toxic materials used in 

the semiconductor fabrication process. These include poisonous elemental dopants, such as 

arsenic, antimony, and phosphorus; poisonous compounds, such as arsine, phosphine, tungsten 

hexafluoride, and silane; and highly reactive liquids, such as hydrogen peroxide, fuming nitric 

acid, sulfuric acid, and hydrofluoric acid. 

The round table on sustainable devices and materials posed the following questions: 

• What is the role of semiconductor fabs in the sustainable manufacture of devices? 

• What devices provide greater sustainability benefits than others? 

• What materials provide greater sustainability benefits than others? 

• How do we assess the sustainability benefits of specific devices and materials? 

• Where do we get data to help make sustainable device and material selection decisions? 

7.3. Opportunities and Challenges 

7.3.1. Role of Sustainable Practices at Semiconductor Fabs 

While some semiconductor companies have created ambitious targets for reducing their 

emissions and remaining on a 1.5°C pathway, many others have been less ambitious. The 

pressure to act may soon increase, however, since businesses across industries are now 

scrutinizing emissions along their entire supply chain—and in many cases, semiconductor 
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companies will account for a substantial amount of them. Already, some of the semiconductor 

industry’s most important end customers, including Apple, Google, and Microsoft, have committed 

to reaching net-zero emissions for their full value chain and set aggressive timelines for achieving 

their goals [19][20][21]. Some semiconductor companies have responded by setting their own 

emissions goals. For instance, Infineon plans to reduce greenhouse gas (GHG) emissions by 70 

percent by 2025, compared with its 2019 baseline, and aspires to reach carbon neutrality for 

emissions directly under its control by the end of 2030 [22]. Intel recently committed to net-zero 

GHG emissions in its global operations by 2040 and has targeted achieving 100 percent use of 

renewable electricity as an interim milestone in 2030 [23]. Several semiconductor players have 

also committed to science-based targets, including STMicroelectronics [24], NXP [25], and UMC 

[26]. 

To achieve substantial emissions reductions and accelerate decarbonization, semiconductor 

companies must focus on fabricating more sustainable devices and materials, as well as many 

additional steps. There is a need to reduce energy consumption during fabrication, which may 

come from new approaches for reducing tool-related energy consumption—for instance, by 

upgrading and replacing tools with more energy-efficient ones and implementing smart control 

systems to enable coupling and regulation of facilities and tools. The use of energy from 

renewable sources, greater energy efficiency of buildings, and replacing existing lighting in fabs 

with LED fixtures may aid in this goal. To reduce energy consumption in clean rooms, new 

mechanisms are needed that can simultaneously employ strategies for reducing air pressure, 

increasing humidity, limiting air exchange in unused areas, or eliminating leaks in air-supply lines. 

Semiconductor fabs may be able to reduce emissions by adjusting process parameters, such as 

temperature and chamber pressure. Process engineers often overlook this lever and instead 

focus solely on yield during optimization efforts, partly because they lack the knowledge and 

operational experience required to identify strategies for reducing GHG emissions. Similarly, the 

suppliers involved in daily tool operations and maintenance may prioritize cost and uptime targets 

over energy savings. If fabs address knowledge gaps and collaborate more closely with tool 

suppliers, they may improve emissions—for instance, by simultaneously optimizing yield and 

energy consumption during cleaning protocols. Fabs must also lower emissions by switching to 

chemicals that have a lower environmental impact. However, this is not easy; for example, it can 

be difficult to get suppliers on board with their plans. In addition, developing new solutions is both 

costly and time-consuming, as is the process for qualifying new chemicals on existing processes 

and tools. While some fabs have already implemented some major improvements, such as 

increased use of NF3, many other shifts, including the replacement of NF3 with F2 or ozone, are 

still nascent. Another direction involves capturing unutilized process gases and by-products 

through various means, such as membrane separation, cryogenic recovery, adsorption, and 

desorption. The fabs can then refine them into pure process gases that can be used again, 

potentially reducing process-gas emissions. For this approach to become economically viable, 

researchers will need to address major challenges related to the separation of process-gas 

outflows and purification. 
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7.4. Use of New, Scaled CMOS Transistors/Devices for 

Centralized versus Ubiquitous Computing 

To make the vision of ubiquitous computing a reality, the industry has pushed for employing 

scaled CMOS transistors/devices in IoT systems to attain higher performance generation by 

generation.  However, this approach often provides higher computing capabilities to IoT systems 

than they need. It also dramatically increases the overall carbon footprint of manufacturing and 

distributing such IoT systems. This is mainly because the newer/scaled CMOS transistors incur 

a substantially high embodied carbon footprint due to the increased number of processing steps 

and complexity of lithography patterns [27]. Moreover, the relatively low runtime of IoT systems 

does not let this high embodied carbon footprint break even with the operational carbon footprint 

of the systems [28], which in turn results in a lot of wasted carbon. 

 One solution to this problem could be to leverage the economy of scale of data centers by 

employing scaled CMOS transistors/devices in subsystems of data centers to commoditize 

computing. The main idea could be as follows. People would perform the sort of computations 

that they need without as much redundancy or inefficiency or wastefulness in the computation—

so, moving to a model where, when you want to compute something, it goes to the most efficient 

place, which would probably be a highly centralized cloud-based computing center with the lowest 

possible operational carbon footprint. The trend of making everybody's smartphone, or by 

extension every microcontroller and every IoT device, as powerful as a PC now is unsustainable. 

That must shift. The only thing we need for highly intense computing is a terminal with an interface 

(e.g., a keyboard or voice dictation or something similar); the actual computing happens on the 

cloud, and we only get the result back. In such ecosystems, terminal computing systems can be 

made employing old CMOS transistors/devices and technology nodes that have a low overall 

carbon footprint, even if that means the performance and deployed count of these terminal 

systems are not at the highest achievable level. Avoiding the deployment of IoT terminal systems 

whenever possible would help minimize or reduce the environmental cost (carbon cost) of 

manufacturing and transporting/distributing these systems. The commoditization of computing 

through the use of centralized data centers also has an added advantage. For instance, by 

employing energy-efficient design practices (e.g., mixing more renewable energy sources in the 

power grid of the data center) the operational carbon cost of such data centers can be dramatically 

reduced. 

7.4.1. Aim for the Longevity of Old CMOS Nodes and Move Away from 

Inventing New “Dirtier” Nodes 

This may be achieved in numerous ways. For instance, to digitize the planet with IoT terminal 

systems, the older CMOS nodes, such as 28 nm and 32 nm nodes, might be ideal due to their 

relatively low embodied carbon footprints [28]. As another example, chiplets made of older CMOS 

nodes may be integrated together in a 2.5D or 3D assembly using older substrates to gain energy 

efficiency through the heterogeneous operation of the chiplet assembly, consequently reducing 

the operational carbon footprint [29]. Moreover, the use of older CMOS nodes, such as 65 nm 
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and 32 nm nodes, in chiplet-based systems may reduce investments in materials and 

infrastructure compared to the new process nodes. As a result, chiplet systems employing older 

CMOS nodes can reduce the embodied carbon as well [29], thereby proving to be more 

environmentally sustainable. 

Another interesting way may be to employ old CMOS nodes, such as 45 nm and 32 nm SOI 

CMOS nodes, to manufacture silicon photonics-based computing systems. Recent breakthroughs 

have made it possible to employ 45 nm and 32 nm SOI CMOS nodes with a “zero-change” 

approach (without changing the native CMOS process) to fabricate silicon photonic circuits [30]-

[32]. Efficient reuse of existing CMOS manufacturing infrastructure may reduce the embodied 

carbon footprint of silicon photonics-based computing systems. It may also raise new 

opportunities for reducing the operational carbon footprint due to the established energy efficiency 

benefits of silicon photonic circuits for computing and communication [33]-[37]. 

Atop aiming for the longevity of old CMOS nodes, the reusability of computing subsystems into 

multiple lifecycles should also be targeted. For that, modularization of computing systems and 

chiplet assemblies seems to be the solution. For example, it could be very promising for 

sustainability if we could change a few components of cell phones on demand instead of 

mandatorily changing the entire cell phones in the future. A similar approach can be taken with 

chiplet assemblies as well. Chiplets realized using older CMOS nodes can be disintegrated from 

old assemblies, and then a new life can be brought into them by re-integrating them into new 

chiplet assemblies. However, several technical challenges remain. For example, how to achieve 

such flexibility in chiplet assemblies? What specific substrates can be used to integrate chiplets 

of possibly different CMOS nodes? 

7.4.2. Eco-inspired Design: Computing Using Biomaterials Directly from the 

Environment 

Nature has evolved over millions to hundreds of millions of years to solve some of the same exact 

issues we now face regarding sustainability. Therefore, maybe we can look to nature for solutions; 

explicitly, the world of industrial ecology, which employs the ideas of biomimicry and eco-inspired 

designs, might offer some promising and compelling solutions. 

As a potential solution, DNA or molecular computing is something that people in academia, and 

to some extent in industry, have been pursuing. And that's the idea that we could organize 

computation, not in the form of a silicon lattice where electrons are being segregated in a silicon 

lattice, but through other forms, by molecular confirmations, by changing the shapes of molecules. 

We can organize computation as we've learned how to do it over the past century using this kind 

of medium. So, what is the impetus? In principle, this form of computation is one that could be 

more directly embedded in the environment. Our bodies are biological materials, and with the 

knowledge that we've gained from computer science and computer engineering, perhaps we 

could learn to choreograph the sort of state changes that now occur with electrons in a silicon 

lattice in the form of molecular conformation changes but to do so embedded in the material. Such 

computation may not be particularly fast or powerful, but it can be embedded directly into the 
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environment. Moreover, with chemical sensing, one might be able to sense a change in the 

environment, affect the computation, and respond to it. This could be in the environment outside 

of our bodies or the environment inside our bodies. 

Although computing with DNA is touted to be very energy efficient, the technology is still very 

futuristic. All of that has been purely in the academic realm, with no practical significance 

whatsoever. But recently, there's been a move towards building storage systems out of DNA [38]. 

DNA storage is still a long way off, but there's an investment now on the part of the industry [39]. 

With the industry buying in, DNA storage and DNA computing might move towards becoming 

more practical. When it comes to realizing DNA computing, one can approach this from two ends. 

On the one hand, theoretically, there is proof that, in the form of DNA, one can construct very 

powerful computers that have a remarkably low environmental footprint. For example, our brains; 

biological evolution has really created wonderful processing devices in terms of the watts per 

operation. Also, in terms of interaction with the environment, it could just be based on calories 

and excrement of some kind. Very intelligent creatures exist in the environment, and by many 

measures, they are better than our computers.  

But, in approaching this from a more practical standpoint, DNA computing is very far from being 

deployed in any practical sense. People currently use liquid handling robots, these big machines 

with servo motors, to move small amounts of liquid. To just store and process a few megabytes 

of data requires bathtubs full of reagents. Thus, the current state-of-the-art is very, very far. DNA 

computing and storage will start to have an angle in a purely invented environment if people want 

to collect information (the sensing aspect) from the environment directly in the environment, store 

it directly in the environment, and then actuate based upon the environment. Those sites of 

applications in the environment could become mainstream to custom design molecular circuits 

for very specific functions in situ, and from there, we will have to progress to make this to be a 

full-blown alternative for computation. In another complementary direction to DNA-based storage 

and computing, an integrated circuit from wood or cellulose was developed in 2015 [40] that bears 

the promise of non-toxic waste materials at the end-of-life of computing infrastructure. 

7.4.3. Role of Non-CMOS Materials and Devices 

The term sustainable computing has become effectively synonymous with low-power/low-energy 

computing. However, for computing to be truly sustainable, all phases of the system life cycle 

must be considered. In addition to addressing the use-phase energy consumption issue, it is very 

crucial to pay due attention to the considerable energy consumption and environmental impacts 

of semiconductor fabrication. Current research indicates that fabrication is responsible for a 

significant factor of the energy utilized by a wide range of computing systems, from battery-

powered embedded systems to data center servers, throughout their life cycle. The trends of 

technology scaling coupled with developing hybrid fabrication solutions for integration of emerging 

computing solutions that require non-CMOS materials and devices, while beneficial for use-phase 

power consumption, exacerbate these increasing environmental impacts from fabrication.  
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Examples of culprits include emerging technological trends, e.g., 3D integration for silicon and 

hybrid processes that integrate non-volatile memories [41]. Realizing these technologies requires 

the integration of devices that are made of hybrid CMOS and non-CMOS elements/materials [41]. 

Considering an example from magnetic storage, data is stored as the resistance of the magnetic 

tunneling junction (MTJ) device in magnetic memory cells. An MTJ device employs many 

elements, including Co, Fe, B, etc. [41]. These elements do not commonly exist in conventional 

CMOS processes, though they are very popular materials in the fabrication of magnetic devices, 

e.g., recording heads. Experience with a leading foundry (reported in [41]) shows that the 

contamination qualification process alone may require between nine and 12 months for hybrid 

integration processes that include magnetic memory. The required fabrication effort will also be 

significantly increased in the most popular low-cost design cycles for these technologies as 

follows. First, the back-end CMOS devices are fabricated in the foundry; second, the preparation 

of the magnetic device is conducted at a third-party facility and integrated atop the back-end 

CMOS devices; and finally, the wafer is sent back to the original foundry to complete top-level 

interconnects and pads.  

To complicate the process, protective cover layers are required whenever the wafer is transferred 

between the CMOS foundry and the magnetic foundry. The foundry reports that the cleaning 

process alone for each of the required additional layers in a hybrid process, including 3D CMOS, 

increases the disbursed gases (CO2 and volatile organic compounds) as well as wastewater 

generation. The mechanics and potential complexity of the non-CMOS fabrication stages can 

further exacerbate environmental impacts. For instance, an energy-efficient realization of MTJ 

devices requires a round or octagonal shape of MTJ cells. Introducing such diagonal/octagonal 

shapes requires a more complicated CMOS lithography process, which reduces yield [41]. A 

reduced yield could increase environmental impact by requiring additional units to be fabricated 

(including their impacts) to meet the need. 

The biggest fear in our fight for sustainability is that we have a limited amount of time. We must 

solve these problems at an accelerated pace before irreversible changes in the climate set in. 

Also, we have to solve these problems with no negative impact on the environment whatsoever. 

So, we probably do not have the luxury of bringing in new technologies, devices, or materials. 

Because when we bring in new technologies, even if they're compatible with CMOS or even if we 

try to make them compatible with CMOS, anything new that we bring in may have an 

overwhelming initial manufacturing cost and environmental impact, which could be unacceptable. 

Therefore, whatever we may do to achieve the same sustainability goals, we have to think very 

conservatively about using CMOS. We have to try to see if we can do what the new technologies 

support and promise with existing technologies, both at the device/transistor level as well as the 

circuit level.  

7.4.4. Role of Material Lifecycle Analysis 

The design of sustainable computing systems requires systematic and holistic thought processes. 

In the absence of such solid processes for decision-making, choosing a particular material and 

technology for merely a one-faceted sustainability advantage might become regrettable with 
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unintended consequences. The choice of a specific material can oppositely impact the 

sustainability outcomes of the extraction, usage, and recycling phases of the material. For 

instance, one of the major shifts that we've seen over time is the shift from plastics in components 

to light metals like aluminum and magnesium. Aluminum has a strong recycling infrastructure, but 

it takes a lot of energy to manufacture at the front end [43]. We see this also with nanotechnology, 

nanoscale materials being used in electronics. These are materials that might confer advantages 

later because they're light, they perform well, and they can be recycled. In some cases, they can 

reduce the energy impact of using the product, but they have a huge energy footprint in their 

material extraction. Therefore, to avoid such undesirable outcomes, the ramifications of specific 

material choices should be considered holistically. For that, a collaboration between computing 

and sustainability practitioners is key. 

To avoid making regrettable decisions, there are methodologies like lifecycle assessment and a 

whole suite of other methodologies [44], along with a wide range of material management metrics 

[45], that could be looked at to put numbers around these decisions. However, these 

methodologies and metrics may not be one-size-fits-all [45]. The selection of a specific set of 

methodologies and metrics could be very context-specific. 

7.4.5. Role of Deep Convergence of Knowledge and Infusion Among Fields 

What we need to focus on is to push for this idea of a change in thinking away from a singular 

form of solution. A singular solution will probably never change things in a way that leads to 

meaningful impacts for sustainability. This is because sustainability challenges at their inherent 

core are complex and messy wicked problems. Therefore, a holistic, systemic approach to 

sustainability is required. A deep Convergence of knowledge between disciplines is required. It is 

important to understand not just how other computer folks think about sustainability but also how 

material scientists (who are at the ground level of developing some of these materials) and social 

scientists (who know about human behavior) think about sustainability. Interdisciplinary 

workshops on sustainable computing provide perfect opportunities to bring these domains 

together, and leverage what each of them understands about their respective areas, and create 

something new about sustainability that is greater than the sum of the parts. 

7.5. Stakeholders and Incentives 

The following stakeholders should be incentivized to adopt sustainable practices. One way of 

appropriating incentives is to provide financial benefits. For instance, for-profit organizations could 

receive tax benefits, while employees could receive salary bonuses and/or formal recognition for 

their efforts. 

Fab designers and process engineers. If fabs address knowledge gaps and collaborate more 

closely with tool suppliers, they may improve emissions—for instance, by simultaneously 

optimizing yield and energy consumption during cleaning protocols. Fabs must also lower 

emissions by switching to chemicals that have a lower environmental impact. Process engineers 
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may be able to reduce emissions by adjusting process parameters, such as temperature and 

chamber pressure. For that focus should not be solely on yield during optimization efforts. Instead, 

appropriate emphasis should be given to imparting to the process engineers the knowledge and 

operational experience required to identify strategies for reducing GHG emissions. 

Material production companies. Material production companies should aim to extract materials 

from more sustainable resources. If sustainable material resources are unknown, the companies 

should fund expeditions to discover new sources while minimizing the adverse environmental 

impacts of mining/procuring materials from existing resources. They should also meticulously 

quantify and create a database of the environmental impacts of their activities (e.g., in terms of 

carbon and greenhouse gas footprints). Such databases should be used to spread awareness 

and made available publicly to help catalyze further research.  

Post-Moore era transistor architects. Architects of novel transistors in the post-Moore era 

should aim to invent materials and transistor architectures that are environmentally sustainable. 

For that, the objective of transistor innovation and design should be to minimize the overall carbon 

footprint (embodied + operational footprints) while maximizing the transistor lifetime. Architects 

should think very conservatively about using old CMOS nodes and try to see if old CMOS nodes 

support and promise what new CMOS nodes could do, both at the device/transistor level as well 

as the circuit level. The need to do this arises from the urgency of the climate change problem, 

which must be resolved at an accelerated pace before irreversible changes in the climate set in. 

So, we probably do not have the luxury of bringing in new technologies, devices, or materials. 

Because when we bring in new technologies, even if they're compatible with CMOS or even if we 

try to make them compatible with CMOS, anything new that we bring in may have an 

overwhelming initial manufacturing cost and environmental impact, which could be unacceptable. 

7.6. Recommendations to NSF 

NSF may consider the following recommendation to encourage sustainability in the domain of 

materials and device research for computing. 

15. Create programs for cross-cutting research for the discovery or invention of new non-

electronic computing substrates. High-risk, Radical, and revolutionary research, even 

without traditionally rigorous preliminary results, should be encouraged. 

16. Collaboration and infrastructure proposals for novel materials and devices should be 

incentivized to enable material scientists and Microelectronics experts to collaborate with 

the CISE community.  

17. Consortiums may be established to exchange ideas and form collaborative teams 

spanning multiple disciplines to enable research across several disciplines to be 

necessary to create an impact in this domain. 

18. Life-cycle awareness of new materials for computing needs to be encouraged. A 

conscious choice for more sustainable substrates or materials and devices needs to be 

rewarded by NSF, even if a thorough analysis and modeling is not present in proposals or 

research. 
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Chapter 8: Workforce Development, Education and 

Curriculum 

8.1. Executive Summary 

 

In order to enforce the multi-faceted approach to sustainability in computing discussed in prior 

sections and to consolidate sustainable practices, it is of paramount importance to develop a 

workforce that is trained in sustainable practices. With such a workforce available, sustainability 

will gradually become more normalized and widely accepted. Having these goals in mind, this 

panel observes and evaluates existing practices in sustainability efforts as well as proposes newer 

approaches to build a sustainable workforce consisting of students, faculty, and researchers. This 

entails a thorough discussion and analysis of multiple proposed approaches, both discrete and 

overlapping, to find optimal solutions to training and developing a sustainable workforce in the 

upcoming decades.  

8.2. Background 

Sustainable computing is an important goal that has received increasing attention.  The scope of 

sustainability concerns has expanded over the years.  The current understanding of sustainable 

computing includes several elements: 

• Full lifecycle costs and effects. 

• Economic effects caused by the design, manufacturing, operation, and disposal of the 

computing system. 

• Physical and biological constraints and effects. 

• Ethical and legal considerations related to the effects of the computing system. 

• Consideration of sustainability in engineering design. 

Potential harm resulting from a failure to take into account sustainability includes physical or 

psychological harm to individuals or groups, physical damage or lack of access to property, and 

damage to the commons. 

Potential advantages to sustainability-enhanced computing include improved health, lower costs, 

and enhanced revenue. 

8.3. Current Status 

We do not know of systematic studies of the study of sustainability in the computer science or 

computer engineering curricula.  Anecdotal reports indicate that sustainability receives little to no 

attention in the typical CS/CE curriculum. In the existing curricular structure, there is a noticeable 

pattern of increasing siloing of knowledge as a student climbs the ladder of educational hierarchy: 
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from high school to undergraduate level to post-graduate level. Students and industry practice 

would benefit from a more holistic awareness of topics such as sustainability and environmental 

impacts among the students alongside their primary focus or interest in studies. 

8.4. Curricular Methods 

A variety of sustainability-enhancing techniques have been identified.  Certain materials or 

methods may be avoided or used to enhance the sustainability of manufacturing, operation, and 

disposal.  Design for recyclability is a related approach that takes into account the effort required 

to recycle a device thanks to its components and materials, ease of disassembly, etc. A 

complementary approach is designed for longevity and maintainability; legal considerations such 

as right-to-repair play into the engineering approaches used for longevity and maintainability.  The 

role of artificial intelligence in these approaches is not yet clear. 

Curricular techniques can be applied to teach specific sustainability methods and reinforce the 

importance of sustainability at multiple levels in undergraduate [2, 3] as well as graduate programs 

[3, 9]. Major design projects, especially Capstone projects for undergraduates and project courses 

for graduate students, can incorporate sustainability goals and practice sustainability methods.  

Introductory courses can introduce sustainability to students to motivate their continued attention 

to the topic throughout their education [1, 3].  

• Capstone (undergraduate) + Project-based courses (graduate) 

• Introductory courses. 

• Build into curriculum. 

8.5.1. K-12 

Universities can work with K-12 schools to identify ways to incorporate sustainable computing into 

their curricula, for example, by relating computing to other aspects of sustainability via integration 

in traditional coursework [8] and projects [6]. A prime example of such an initiative is the 1M NSF-

funded, 3-year project from UC San Diego that aims to promote sustainable practices in Computer 

Science among K-12 students across three school districts in San Diego, CA [7]. 

8.6.1. Undergraduate Studies 

The curriculum should be updated to motivate sustainable practices among the students from a 

social point of view.  Foundational topics—environmental science, ethics, social sciences, public 

policy, law, economics, physics, chemistry, etc.---help students to contextualize the design and 

manufacturing techniques they learn in CS/CE [2].  However, our curricula are already tightly 

packed, and incorporating these background topics into curricula will require trade-offs.  

Sustainability modules can be incorporated into existing courses at all levels [1, 3]. This may be 

performed by including relevant aspects of sustainability studies in various existing 

undergraduate-level STEM courses. This will be accompanied by real-life 
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examples/demonstrations of sustainable practices and why these are essential in classroom 

discussions [5]. A specific example of such an initiative would be the consideration of 

sustainability-oriented topics, such as energy efficiency, end-of-life cycle cost, and the 

environmental impact of fabrication, etc., in the curriculum of VLSI design and test, computer 

architecture, IoT, digital design, and high-performance computing coursework.  

Motivation toward sustainable development can be encouraged by a shift in the primary 

objectives/priorities of the coursework. The course assignments/projects may be redesigned to 

include sustainability considerations [1, 3]. More sustainable and energy-efficient ones may be 

incorporated into project goals and grading criteria. One great example of such initiatives is Green 

Software designing and Greencodes, which report quantifiable impacts of environment-friendly 

and sustainable coding practices [5]. 

Capstone is an important venue for the interdisciplinary experience of sustainable computing. 

Projects can also demonstrate and quantify the impact of sustainable development [4]. This can 

be performed by developing improved simulation platforms that report quantitative implications of 

sustainable design practices, essentially creating ‘Digital Twins’ of research 

projects/developments with a simulated projection of sustainability factors.  

Ultimately, sustainable computing should be incorporated into the ACM and IEEE model curricula, 

including both computing-specific topics and background. 

8.6.3. Graduate Studies 

Graduate studies are an important venue for sustainability studies [9].  Students can build upon 

their foundational knowledge to understand how to incorporate sustainability into all aspects of 

computing systems. Sustainability can be reflected in both coursework and research. Some M.S. 

thesis and Ph.D. dissertation projects may be pivoted on the theme of sustainability. Other 

theses/dissertations may focus on sustainability in a chapter. 

8.5. Broadening Participation in Computing by DEI Efforts 

Novel and innovative efforts for broadening participation in computing through programs and 

outreach activities are much needed not only in research but also in educational activities. One 

approach could be to broaden the student or researcher archetypes that are appealed to in our 

programs. Traditionally, the archetype that computing sciences have appealed to are tech 

enthusiasts or problem solvers. However, educators can leverage the broad goals of sustainability 

in computing to appeal to students of other archetypes, such as those with a service mentality for 

the greater good or those with a creative mindset. This will enhance the diversity in student 

populations from different backgrounds as that influences their archetypes. This should be 

augmented with resource investment to conduct outreach to traditionally underrepresented 

populations groups in computing, such as women, gender, racial, and ethnic minorities.  
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8.6. Sustainable Domestic Semiconductor Industry  

A critical part of developing a sustainable domestic semiconductor industry, under the recent 

CHIPS act, is to develop a diverse workforce skilled and knowledgeable in sustainable practices 

[10, 11]. This includes training the extant workforce as well as building a sustainability-aware 

workforce in collaboration with education institutions [10] via well-laid-out training programs and 

upgrading of curricula. Alongside, funding for R&D in sustainability in semiconductor technologies 

should be encouraged.  

 

8.7. Recommendations to NSF 

1. CISE should consider tracking sustainability efforts pursued by grants, including 

intellectual merit, outreach, and broader impacts.  

2. CISE should consider incorporating sustainability topics into programs that are not solely 

focused on sustainability. 

3. CISE should consider providing sustainability to review panels for consideration in their 

deliberations. 

4. CISE should collaborate with professional societies (IEEE, ACM, etc.)  to develop 

curricular guidelines related to sustainable computing. These collaborative efforts could 

link to research and outreach efforts in grants. 

5. CISE should encourage investigators to incorporate sustainability into their outreach plans 

at all levels: K-12, undergraduate, and graduate. 

6. CISE should collaborate with other directorates on the full spectrum of sustainable 

computing topics, including research, outreach, and education. 
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Chapter 9: Conclusions and Recommendations to 

NSF 

9.1. Improving Awareness of Sustainability Challenges 

There is a need for the NSF to emphasize sustainability challenges in computing by organizing 
and coordinating federal and state-level awareness campaigns. Specifically, the importance of 
sustainable computing towards meeting increasingly pressing climate goals and to reduce carbon 
and greenhouse emissions and water use must be highlighted. There are currently many 
outstanding challenges and open problems at the level of applications, systems, computer 
architectures, systems-on-chip/integrated circuits, devices/materials, and workforce 
development, as outlined in Chapters 3-8. US competitors (China and the European Union) are 
investing heavily in the domains of foundational sustainability technologies and the micro and 
macro computing scales. To ensure economic competitiveness, technological leadership, and 
national security, the US must invest heavily in this area. To ensure the investment needed, NSF 
must lead efforts to motivate sustainability in research and innovation via joint inter-agency 
programs, media outreach, and workforce development initiatives. The NSF’s Directorate for 
Computer and Information Science and Engineering (CISE) is uniquely positioned to lead these 
efforts, specifically across its Division of Computer and Network Systems (CNS) and Division of 
Computing and Communication Foundations (CCF).  

9.2. Data and Infrastructure for Sustainability Initiatives 

To further the goals of sustainable computing research, there is a need for facilitating access to 
sustainability data for 1) operational and 2) embodied overheads of computing. Specifically, data 
from large cloud computing providers (e.g., Amazon, Google, Microsoft, Meta), embedded, 
mobile, and IoT solution providers (e.g., Apple, Samsung, Motorola, Nokia), and hardware chip 
designers (e.g., Intel, AMD, Nvidia) would cover the vast ecosystem of computing that matters for 
sustainability. The data from these enterprises would relate to manufacturing-related and end-of-
life-related metrics such as carbon emissions, water use, and wastewater generation, as well as 
(in cases where it is possible) operational statistics along the same metrics. Access to such data 
is critical to ensure meaningful research outcomes as a direct outcome. Indirectly, this access to 
relevant data will ensure a robust workforce pipeline by attracting students to work in these fields, 
the competitiveness of U.S. graduates for employment in leading companies, and the 
competitiveness of U.S. research and innovation in sustainable computing. NSF should also 
consider partnering with companies, including semiconductor fabrication and cloud hosts, with 
agreements to obtain operational and embodied sustainability data. It may be possible to engage 
research facilities such as CEA LETI and IMEC to obtain such data in the short term. In the long-
term, NSF can consider helping to establish and support facilities for semiconductor 
manufacturing, system assembly, and cloud computing (at a reasonable scale) in collaboration 
with other programs such as nanosystems (whose report from the NSF Workshop on Micro/Nano 
Circuits and Systems outlined the need for NSF to establish/support facilities to fabricate new 
types of nanosystems). NSF can also help create a consortium that brings together industry, 
academia, and government agencies to collaborate on research, development, and knowledge 
sharing in sustainable computing. This consortium can provide funding, resources, and a platform 
for researchers and industry experts to work together on specific sustainability-focused projects. 
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9.3. Key Sustainable Computing Research Thrusts 

9.3.1. Applications 

Applications are the drivers of computing at all scales, and as such, they have a significant impact 
on computing sustainability. NSF should initiate new research programs focusing on: 
 

• New green software design methodologies  
• New tools for sustainability-aware application design 
• New methods for resource management of applications that can balance 

sustainability with traditional goals, such as reliability and real-time performance  
• New approaches to educate developers and practitioners on the challenges and 

benefits of designing sustainable application 
 
We have provided justifications for these recommendations in Chapter 4. 
 

9.3.2. Systems 

At the system level, holistic sustainability initiatives can have a meaningful impact across both 
minor (e.g., embedded and IoT) and large (e.g., cloud data center) scales. NSF should initiate 
new research programs focusing on: 
 

• New system design approaches that rely on disaggregation and modular 
components, which decouple the lifecycles of different components used in the 
system from each other  

• New approaches for efficient repair of computing systems to improve lifetimes 
• New analyses on the sustainability of ASIC, ASIP, and CPU/GPU platforms 
• New techniques for standardization of interfaces to support efficient repurposing  
• New data center designs that can efficiently adapt to energy grid/supply variations 

 
We have provided justifications for these recommendations in Chapter 5. 
 

9.3.3. Sustainable Computer Architectures 

Computer architectures and their design methodologies have played an essential role in making 
the processing of computing applications faster and highly energy-efficient, which has made 
computing more accessible and integral to our daily tasks. Their role becomes more critical in 
realizing a future where computing can be sustainable. NSF should initiate new research 
programs focusing on: 
 

• New efforts on lifecycle analysis of conventional and emerging computer 
architectures  

• New techniques for the design of sustainable computer architectures 
• New sustainability-aware design exploration and automation frameworks for general-

purpose and domain-specific processors  
• New metrics for evaluating the sustainability of computer architectures 
• New approaches to educate end users and consumers on the sustainability 

implications of computer architecture design choices 
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• New ways to incentivize sustainability considerations for computer architects and the 
computing industry as a whole  

 
We have provided justifications for these recommendations in Chapter 6. 
 

9.3.4. Systems-on-Chips and Integrated Circuits 

Designing SoCs/ICs with sustainability as a goal involves considering various factors throughout 
the design process, including power optimization, energy-efficient architectures, system-level 
optimization, materials selection and end-of-life considerations. NSF should initiate new research 
programs focusing on: 
 

• New techniques for the creation of energy-efficient and long-lasting SOC/IC 
architectures that meet the computational needs of future applications 

• New approaches to realize sustainable manufacturing processes for SOCs/ICs 
• New design automation tools for sustainability 
• New open-source SOC/IC design with sustainable design practices 
• New designs and optimization of emerging paradigms such as in-memory computing 

and 2.5D/3D stacking with sustainability as a first-class design objective 
• New methods for improving SOC/IC reliability and lifetime 
• New approaches for lifelong testing over extended component lifetimes 
• New techniques for reconfigurable designs that enable extended lifetimes 
• New methods for efficient repurposing and recycling of SOCs/ICs  

 
We have provided justifications for these recommendations in Chapter 7. 
 

9.3.5. Devices and Materials for Computing  

Semiconductor devices are the critical components in integrated circuits (ICs), such as computer 
processors, microcontrollers, and memory chips (such as NAND flash and DRAM) that are 
present in everyday electrical and electronic devices. From a materials perspective, several 
materials, such as silicon (Si), Germanium (Ge), Gallium Nitride (GaN), and various indium 
compounds, are in wide use today for fabricating IC components and SOCs. NSF should initiate 
new research programs focusing on: 
 

• New methods for life-cycle analysis of new materials and devices for computing  
• New approaches to salvage older CMOS nodes and fab infrastructure 
• Cross-cutting research for the discovery or invention of new computing substrates, 

such as biomaterials for computing, with more significant sustainability potential 
• Collaboration and infrastructure proposals for novel materials and devices to enable 

material scientists and Microelectronics experts to collaborate with the CISE 
community with a sustainability focus 

 
We have provided justifications for these recommendations in Chapter 8. 
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9.3.6. Workforce Development, Education, and Curriculum 

In order to promote sustainability in computing and to consolidate sustainable practices, it is of 
paramount importance to develop a workforce that is trained in sustainable practices. With such 
a workforce available, sustainability will gradually become more normalized and widely accepted. 
To promote the proliferation of sustainability in computing, NSF should: 
 

• track sustainability efforts pursued by grants, including intellectual merit, outreach, and 

broader impacts.  

• consider incorporating sustainability topics into programs that are not solely focused 

on sustainability. 

• provide sustainability criteria to review panels for consideration in their deliberations. 

• collaborate with professional societies (IEEE, ACM, etc.)  to develop curricular 

guidelines related to sustainable computing 

• encourage investigators to incorporate sustainability into their outreach plans at all 

levels: K-12, undergraduate, and graduate. 

• collaborate across directorates on the full spectrum of sustainable computing topics, 

including research, outreach, and education. 

 
We have provided justifications for these recommendations in Chapter 8. 
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Appendix A: Workshop Series Information 

A.1: Organizing Committee 

The following are members of the Organizing Committee of the workshop series: 

● Amlan Ganguly, Rochester Institute of Technology 

● Sudeep Pasricha, Colorado State University 

● Massoud Pedram, University of Southern California 

● Fabrizio Lombardi, Northeastern University 

● Wuchun Feng, Virginia Institute of Technology 

Webmaster 

● Sayed Ashraf Mamun (Cisco) 

Cognizant NSF Program Director 

● Alex Jones (NSF) 

A.2: Workshop Series Activities 

The following is a list of all activities conducted as parts of the workshop series: 

● Online Keynote Speeches 

○ When Climate Meets Machine Learning: Edge to Cloud ML Energy Efficiency  

■ Speaker: Diana Marculescu (UTA)  

■ Date:  24 September 2021 

■ Time: 1:00 PM- 2:00 PM (US Eastern Time) 

○ Information Technology in the Context of Life-Cycle and Sustainability 

Assessment 

■ Speaker: Arpad Horvath (UCB) 

■ Date:  22 October 2021 

■ Time: 2:00 PM- 3:00 PM (US Eastern Time) 

○ Domain-specific Accelerators for Sustainable Machine Learning 

■ Speaker: Norman Jouppi (Google) 

■ Date: 28 October 2021 

■ Time: 2:00 PM- 3:00 PM (US Eastern Time) 

○ Carbon Footprint Quantification and Reduction in Cloud Environment 

■ Speaker: Tamar Eilam (IBM) 

■ Date: 4 November 2021 

■ Time: 12:00 PM- 1:00 PM (US Eastern Time) 

https://www.ece.utexas.edu/people/faculty/diana-marculescu
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○ Sustainability and Corporate Responsibility of technology sourcing represent 

challenges and impact opportunities across the value chain 

■ Speaker: Adam Schafer (Intel) 

■ Date: 18 November 2021 

■ Time: 1:00 PM- 2:00 PM (US Eastern Time) 

● Online Workshop Day 

○ Agenda 

■ Date: 12/12/2022 

■ Time: 11:00 am to 4:00 pm (Eastern Time) 

■ Timeline: 

● Welcome Remarks – 11 am – 12 pm 

● Introductions – Amlan Ganguly (RIT) 

● Expectations and Vision for the day – Alex Jones (NSF) 

● Keynote talk – Massoud Pedram (USC) 

● Logistics for the day – Amlan Ganguly (RIT) 

● Panels: 12-3 pm 

● Panel Summaries and Discussions on future events: 3-4 pm 

○ Moderator - Fabrizio Lombardi (NEU) 

● Open discussions 

● Wrap-up with future plans and timeline – Amlan Ganguly (RIT) 

○ Panels 

 
● In-person Working Roundtable Meeting 

○ Attended by 

■ Amlan Ganguly (RIT) 

■ Sudeep Pasricha (CSU) 

■ Tamar Eilam (IBM) 

■ Marilyn Wolf (UNL) 

■ Mircea Stan (UVA) 

■ Sai Manoj Pudukotai Dinakarrao (GMU) 

■ Shail Dave (ASU) 

■ Ishan Thakkar (UKY) 

■ Sayed Ashraf Mamun (Cisco) 

■ Purab Ranjan Sutradhar (RIT) 
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● Workshop Series Website 

○ https://nsf-suscomp.org/ 
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